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#### Abstract

In this study, we present an efficient, fast, and fully explicit adaptive numerical scheme for solving a recently developed novel phase-field model of crystal growth in both two-dimensional (2D) and three-dimensional (3D) spaces. The novel phase-field model employed in this research incorporates a term specifically designed to eliminate the artificial curvature effect, thereby facilitating accelerated evolution when compared to traditional models. This enhancement significantly enhances the efficiency and speed of the simulation, leading to more expedited results. The crystal growth model employed in this study incorporates a phase-field equation to accurately represent the crystal interface, in addition to a heat equation that effectively models the distribution of temperature. To effectively solve the phase-field equation, we employ an adaptive numerical algorithm that optimizes the computational process. Our numerical scheme, specifically tailored for simulating dendritic growth, incorporates an adaptive narrowband domain approach to accurately resolve the interfacial transition layer of the phase field. Furthermore, we enhance computational efficiency by implementing a double-sized grid for the temperature distribution, further improving the overall efficiency of the model. By combining these strategies, we achieve accurate and efficient solutions for the dendritic growth model. To validate the accuracy and efficiency of our proposed adaptive numerical method for solving the phase-field equation of dendritic growth, we conduct a series of numerical experiments in both 2 D and 3D spaces. In these experiments, we assess the performance of our algorithm, analyzing its ability to accurately capture the intricate dynamics of dendritic growth while maintaining computational efficiency. By thoroughly evaluating the results obtained from these experiments, we provide strong evidence supporting the reliability and effectiveness of our adaptive numerical algorithm.


## 1. Introduction

The dendritic growth of crystals is a phenomenon commonly observed in nature, such as in snowflakes, frost patterns, metallic alloys, and crystallization in supersaturated solutions, among others. Therefore, computational and theoretical studies on dendritic growth are valuable for understanding and utilizing natural phenomena. Numerous theoretical studies have been conducted to understand the kinetic of crystal growth [1]. The phase-field method is a highly effective and widely used computational method for modeling and numerically simulating the dendritic growth of crystals [2,3]. Previous models of dendritic growth typically consist

[^0]of a system of two equations [4]. One equation is the phase-field equation which represents the interface dynamics of dendrites, while the other equation governs the temperature distribution. The phase-field equation in dendritic growth model is Allen-Cahn (AC) type equation. In terms of efficiency and accuracy, many studies have been conducted to solve the isotropic AC equation [5-7]. However, in the conventional phase-field equation, there is an undesired curvature term. In this study, we adopt a mathematical model that eliminates the curvature effect in the phase-field equation [8].

There have been numerous studies focusing on the efficient and rapid simulation of dendritic growth. In [9], two efficient linear, second-order time marching schemes using linear stabilization were presented. These schemes are provably unconditionally energy stable, enabling the use of large time steps in computations. In [10], an anisotropic lattice Boltzmann-phase field method to study dendritic growth with melt convection was proposed. The authors in [11] proposed an efficient time adaptive algorithm for numerical simulation of nonlinear systems for dendritic crystal growth. To optimize computing resources and reduce computation time while preserving accuracy, various numerical methods have been employed, including adaptive octree mesh [12], multi-GPUs parallel computation for phase-field-lattice Boltzmann model [13,14], adaptive tree-based grids for parallel level-set methods [15], multi-grid method [16], adaptive meshless solution procedure [17], and parallel-adaptive mesh refinement algorithm [18]. In [19], a parallel method using a sequential operator splitting approach was proposed to solve the phase-field crystal growth. Additionally, in [20], an efficient adaptive numerical scheme was proposed, which solves both the phase-field $\phi$ and temperature distribution $T$ in an adaptive domain.

The adaptive domain for solving the phase-field model was introduced in [20,21]. In this study, we propose a new and efficient adaptive numerical algorithm for the recently proposed phase-field model. The fundamental mechanism of the novel phase-field model effectively eliminates the undesired curvature effect by removing the artificial curvature term. The model consists of the phase of crystal $\phi$ and the temperature $T$. Specifically, our proposed method involves numerically solving the phase-field $\phi$ in an adaptive domain, while solving the temperature distribution $T$ in the entire domain using a double-sized grid, enhancing computational efficiency.

The outline of this paper is as follows. In Sections 2 and 3, we present the governing equations, the proposed fully explicit adaptive finite difference schemes, and computational experiments for dendritic growth in two- and three-dimensional spaces, respectively. Section 4 presents the concluding remarks and discussions drawn from the study.

## 2. Two-dimensional crystal growth

In this section, we present the two-dimensional (2D) phase-field equation, a numerical solution algorithm, and computational simulations for crystal growth.

### 2.1. Two-dimensional phase-field equation

A recently proposed novel phase-field model [8], which eliminates the undesired curvature effect for crystal growth in 2D space, is described as follows:

$$
\begin{align*}
\epsilon^{2}(\phi) \frac{\partial \phi}{\partial t}= & \nabla \cdot\left(\epsilon^{2}(\phi) \nabla \phi\right)+\left[\phi-\lambda U\left(1-\phi^{2}\right)\right]\left(1-\phi^{2}\right)-\epsilon^{2}(\phi)|\nabla \phi| \nabla \cdot\left(\frac{\nabla \phi}{|\nabla \phi|}\right) \\
& +\left(|\nabla \phi|^{2} \epsilon(\phi) \frac{\partial \epsilon(\phi)}{\partial \phi_{x}}\right)_{x}+\left(|\nabla \phi|^{2} \epsilon(\phi) \frac{\partial \epsilon(\phi)}{\partial \phi_{y}}\right)_{y},  \tag{1}\\
\frac{\partial U}{\partial t}= & D \Delta U+\frac{1}{2} \frac{\partial \phi}{\partial t}, \quad \text { for } \mathbf{x} \in \Omega, \quad t>0, \tag{2}
\end{align*}
$$

where subscripts denote partial derivatives with respect to the indicated variables and $\epsilon(\phi)$ is given by

$$
\begin{equation*}
\epsilon(\phi)=W_{0}\left(1-3 \delta_{4}\right)\left(1+\frac{4 \delta_{4}}{1-3 \delta_{4}} \frac{\phi_{x}^{4}+\phi_{y}^{4}}{|\nabla \phi|^{4}}\right) \tag{3}
\end{equation*}
$$

In this model, the variable $\phi(\mathbf{x}, t)$ represents the liquid phase when its value is close to -1 , and the solid phase when its value is close to 1 at position $\mathbf{x}$ and time $t$. The variable $U(\mathbf{x}, t)$ represents the temperature distribution. Let $\Gamma=\{\mathbf{x} \in \Omega \mid \phi(\mathbf{x}, t)=0\}$ be the interface of the crystal. For more detailed information regarding the definitions of the parameters, please refer to [8,20,22]. The term $\epsilon^{2}(\phi)|\nabla \phi| \nabla \cdot(\nabla \phi /|\nabla \phi|)$ in Eq. (1) eliminates the undesired curvature effect for crystal growth [8], and if that term is absent, then Eq. (1) becomes the classical phase-field equation for crystal growth [22].

### 2.2. Two-dimensional numerical scheme

We describe a detailed explanation of an adaptive computational method for the phase-field and temperature equations. Let $\Omega=\left(L_{x}, R_{x}\right) \times\left(L_{y}, R_{y}\right)$ and $h=\left(R_{x}-L_{x}\right) / N_{x}=\left(R_{y}-L_{y}\right) / N_{y}$, where $N_{x}$ and $N_{y}$ are even natural numbers. Let $\Omega_{h}=$ $\left\{\left(x_{i}, y_{j}\right) \mid x_{i}=L_{x}+i h, y_{j}=L_{y}+j h\right.$ for $\left.0 \leq i \leq N_{x}, 0 \leq j \leq N_{y}\right\}$ be an entire discrete domain for the phase-field function. Let $\Omega_{H}=\left\{\left(X_{I}, Y_{J}\right) \mid X_{I}=L_{x}+I H, Y_{J}=L_{y}+J H\right.$ for $\left.0 \leq I \leq N_{x} / 2,0 \leq J \leq N_{y} / 2\right\}$ be an entire discrete domain for the temperature distribution, where $H=2 h, X_{I}=x_{2 I}$, and $Y_{J}=y_{2 J}$. For the sake of notation simplicity, $\phi_{i j}^{n}=\phi\left(x_{i}, y_{j}, n \Delta t\right)$ and $U_{I J}^{n}=U\left(X_{I}, Y_{J}, n \Delta t\right)$, where $\Delta t$ is the time step. In the proposed computational procedure, we solve Eqs. (1) and (2) only in a discrete narrow-band domain $\Omega_{\mathrm{nb}}^{n}$ (which will be subsequently defined) and $\Omega_{H}$, respectively, rather than the entire discrete domain $\Omega_{h}$. Fig. 1(a) shows


Fig. 1. Schematic illustration of (a) two computational domain for $\Omega_{h}$ (closed circle) and $\Omega_{H}$ (open circle), (b) indices of $\Omega_{h}$ and $\Omega_{H}$.


Fig. 2. (a) Phase-field function, which is 4 -fold symmetric crystal shape. (b) Space-time adaptive discrete narrow-band domain $\Omega_{\mathrm{nb}}^{n}$ (open circles).
two different computational domains, while Fig. 1(b) shows the indices of the computational domain and illustrates the relationship between the two indices.

Let us now proceed to describe the construction procedure of $\Omega_{\mathrm{nb}}^{n}$ [20]. First, we consider a 4-fold symmetric crystal shape as shown in Fig. 2(a), where the red line is the zero-level contour line of $\phi$. A temporal discrete narrow domain is defined as

$$
\begin{equation*}
\Omega_{\mathrm{tmp}}^{n}=\left\{\left(x_{i}, y_{j}\right):\left|\nabla_{d} \phi_{i j}^{n}\right|>\xi, \quad 1 \leq i \leq N_{x}, 1 \leq j \leq N_{y}\right\}, \tag{4}
\end{equation*}
$$

where $\xi$ is a gradient criterion parameter and the discrete gradient is defined as follows:

$$
\begin{equation*}
\nabla_{d} \phi_{i j}^{n}=\left(\frac{\phi_{i+1, j}^{n}-\phi_{i-1, j}^{n}}{2 h}, \frac{\phi_{i, j+1}^{n}-\phi_{i, j-1}^{n}}{2 h}\right) . \tag{5}
\end{equation*}
$$

We define a discrete narrow-band domain $\Omega_{\mathrm{nb}}^{n}$ using temporal discrete narrow domain $\Omega_{\mathrm{tmp}}^{n}$ :

$$
\begin{equation*}
\Omega_{\mathrm{nb}}^{n}=\bigcup_{p=-m}^{p=m} \bigcup_{q=-m}^{q=m}\left\{\left(x_{i+p}, y_{j+q}\right):\left(x_{i}, y_{j}\right) \in \Omega_{\mathrm{tmp}}^{n}\right\} \tag{6}
\end{equation*}
$$

for some positive integer $m$. In this study, $\xi=0.5$ is used unless otherwise specified. A discrete narrow-band domain $\Omega_{\mathrm{nb}}^{n}$ is illustrated in Fig. 2(b).

Next, we apply the explicit Euler method to solve Eqs. (1) and (2):

$$
\begin{align*}
\epsilon^{2}\left(\phi_{i j}^{n}\right) \frac{\phi_{i j}^{n+1}-\phi_{i j}^{n}}{\Delta t}= & {\left[\nabla_{h} \cdot\left(\epsilon^{2}(\phi) \nabla_{h} \phi\right)\right]_{i j}^{n}+\left[\phi_{i j}^{n}-\lambda \widetilde{U}_{i j}^{n}\left(1-\left(\phi_{i j}^{n}\right)^{2}\right)\right]\left(1-\left(\phi_{i j}^{n}\right)^{2}\right) } \\
& -\left[\epsilon^{2}(\phi)\left|\nabla_{h} \phi\right| \nabla_{h} \cdot\left(\frac{\nabla_{h} \phi}{\left|\nabla_{h} \phi\right|}\right)\right]_{i j}^{n}+\left[\left(\left|\nabla_{h} \phi\right|^{2} \epsilon(\phi) \frac{\partial \epsilon(\phi)}{\partial \phi_{x}}\right)_{x}\right]_{i j}^{n} \\
& +\left[\left(\left|\nabla_{h} \phi\right|^{2} \epsilon(\phi) \frac{\partial \epsilon(\phi)}{\partial \phi_{y}}\right)_{y}\right]_{i j}^{n} \tag{7}
\end{align*}
$$

$$
\begin{equation*}
\frac{U_{I J}^{n+1}-U_{I J}^{n}}{\Delta t}=D \Delta_{H} U_{I J}^{n}+\frac{\widetilde{\phi}_{I J}^{n+1}-\widetilde{\phi}_{I J}^{n}}{2 \Delta t} \tag{8}
\end{equation*}
$$

where $\Delta_{H} U_{I J}^{n}=\left(U_{I-1, J}^{n}+U_{I+1, J}^{n}+U_{I, J-1}^{n}+U_{I, J+1}^{n}-4 U_{I J}^{n}\right) / H^{2}$. Additionally, $\widetilde{U}_{i j}^{n}$ and $\widetilde{\phi}_{I J}^{n}$ are defined as

$$
\begin{align*}
\widetilde{U}_{i j}^{n} & =\left(U_{\left[\frac{i}{2}\right],\left[\frac{j}{2}\right]}^{n}+U_{\left[\frac{i+1}{2}\right],\left[\frac{j}{2}\right]}^{n}+U_{\left[\frac{i}{2}\right],\left[\frac{j+1}{2}\right]}^{n}+U_{\left[\frac{i+1}{2}\right],\left[\frac{j+1}{2}\right]}^{n}\right) / 4  \tag{9}\\
\widetilde{\phi}_{I J}^{n} & =\phi_{2 I, 2 J}^{n} \tag{10}
\end{align*}
$$

where $[x]$ is the greatest integer not greater than $x$. The term $\left[\nabla_{h} \cdot\left(\epsilon^{2}(\phi) \nabla_{h} \phi\right)\right]_{i j}^{n}$ in Eq. (7) is defined as follows:

$$
\begin{aligned}
& {\left[\nabla_{h} \cdot\left(\epsilon^{2}(\phi) \nabla_{h} \phi\right)\right]_{i j}} \\
& \quad=\frac{\epsilon^{2}\left(\phi_{i+1, j}\right)+\epsilon^{2}\left(\phi_{i j}\right)}{2 h^{2}}\left(\phi_{i+1, j}-\phi_{i j}\right)-\frac{\epsilon^{2}\left(\phi_{i j}\right)+\epsilon^{2}\left(\phi_{i-1, j}\right)}{2 h^{2}}\left(\phi_{i j}-\phi_{i-1, j}\right) \\
& \quad+\frac{\epsilon^{2}\left(\phi_{i, j+1}\right)+\epsilon^{2}\left(\phi_{i j}\right)}{2 h^{2}}\left(\phi_{i, j+1}-\phi_{i j}\right)-\frac{\epsilon^{2}\left(\phi_{i j}\right)+\epsilon^{2}\left(\phi_{i, j-1}\right)}{2 h^{2}}\left(\phi_{i j}-\phi_{i, j-1}\right)
\end{aligned}
$$

The curvature term $\left[\epsilon^{2}(\phi)\left|\nabla_{h} \phi\right| \nabla_{h} \cdot\left(\nabla_{h} \phi /\left|\nabla_{h} \phi\right|\right)\right]_{i j}^{n}$ in Eq. (21) is defined by using the following discretization.

$$
\begin{aligned}
\nabla_{h} \cdot\left(\frac{\nabla_{h} \phi}{\left|\nabla_{h} \phi\right|}\right)_{i j}=\frac{1}{2 h}( & \frac{\phi_{i+\frac{1}{2}, j+\frac{1}{2}}^{x}+\phi_{i+\frac{1}{2}, j+\frac{1}{2}}^{y}}{\left|\nabla_{h} \phi_{i+\frac{1}{2}, j+\frac{1}{2}}\right|}+\frac{\phi_{i+\frac{1}{2}, j-\frac{1}{2}}^{x}-\phi_{i+\frac{1}{2}, j-\frac{1}{2}}^{y}}{\left|\nabla_{h} \phi_{i+\frac{1}{2}, j-\frac{1}{2}}\right|} \\
& \left.-\frac{\phi_{i-\frac{1}{2}, j+\frac{1}{2}}^{x}-\phi_{i-\frac{1}{2}, j+\frac{1}{2}}^{y}}{\left|\nabla_{h} \phi_{i-\frac{1}{2}, j+\frac{1}{2}}\right|}-\frac{\phi_{i-\frac{1}{2}, j-\frac{1}{2}}^{x}+\phi_{i-\frac{1}{2}, j-\frac{1}{2}}^{y}}{\left|\nabla_{h} \phi_{i-\frac{1}{2}, j-\frac{1}{2}}\right|}\right)
\end{aligned}
$$

where $\left|\nabla_{h} \phi_{i j}^{n}\right|=\left|\nabla_{h} \phi_{i+\frac{1}{2}, j+\frac{1}{2}}^{n}+\nabla_{h} \phi_{i+\frac{1}{2}, j-\frac{1}{2}}^{n}+\nabla_{h} \phi_{i-\frac{1}{2}, j+\frac{1}{2}}^{n}+\nabla_{h} \phi_{i-\frac{1}{2}, j-\frac{1}{2}}^{n}\right| / 4$ and $\nabla_{h} \phi_{i+\frac{1}{2}, j+\frac{1}{2}}=\left(\phi_{i+\frac{1}{2}, j+\frac{1}{2}}^{x}, \phi_{i+\frac{1}{2}, j+\frac{1}{2}}^{y}\right)=\left(\left(\phi_{i+1, j}+\phi_{i+1, j+1}-\right.\right.$ $\left.\left.\phi_{i j}-\phi_{i, j+1}\right) /(2 h),\left(\phi_{i, j+1}+\phi_{i+1, j+1}-\phi_{i j}-\phi_{i+1, j}\right) /(2 h)\right)$. The other terms are discretized as follows:

$$
\begin{aligned}
& {\left[\left(\left|\nabla_{h} \phi\right|^{2} \epsilon(\phi) \frac{\partial \epsilon(\phi)}{\partial \phi_{x}}\right)_{x}\right]_{i j}^{n}=\left[\left(\frac{16 \delta_{4} \epsilon(\phi) \phi_{x} \phi_{y}^{2}\left(\phi_{x}^{2}-\phi_{y}^{2}\right)}{|\nabla \phi|^{4}}\right)_{x}\right]_{i j}^{n}} \\
& {\left[\left(\left|\nabla_{h} \phi\right|^{2} \epsilon(\phi) \frac{\partial \epsilon(\phi)}{\partial \phi_{y}}\right)_{y}\right]_{i j}^{n}=\left[\left(\frac{16 \delta_{4} \epsilon(\phi) \phi_{y} \phi_{x}^{2}\left(\phi_{y}^{2}-\phi_{x}^{2}\right)}{|\nabla \phi|^{4}}\right)_{y}^{n}\right]_{i j}^{n}}
\end{aligned}
$$

### 2.3. Numerical experiments in two-dimensional space

Unless stated otherwise, the following initial conditions in 2D space are employed:

$$
\begin{align*}
\phi(x, y, 0) & =\tanh \left(\frac{R_{0}-\sqrt{x^{2}+y^{2}}}{\sqrt{2}}\right)  \tag{11}\\
U(x, y, 0) & = \begin{cases}0, & \text { if } \phi>0 \\
\Delta, & \text { otherwise }\end{cases} \tag{12}
\end{align*}
$$

with $\phi(x, y, t)=-1$ and $U(x, y, t)=\Delta$ on $\partial \Omega$.
Let us consider a convergence test for the parameter $m$. Fig. 3 represents the zero-level contours of the solutions (red lines) and their corresponding narrow-band domains (dotted points) at time $t=5000 \Delta t$. We use $R_{0}=3, \Delta=-0.55, \delta_{4}=0.05, W_{0}=1$, $\lambda=3.1913, D=0.6267 \lambda, N_{x}=N_{y}=400, h=0.35$, and $\Delta t=0.1 h^{2} / D$ on $\Omega=(-70,70) \times(-70,70)$ [22]. The results presented in Fig. 3 demonstrate that the solution converges as the parameter $m$ increases. Furthermore, it has been observed that when setting $m=6$, the narrow-band domain $\Omega_{\mathrm{nb}}$ becomes adequately large to accurately represent the solution. Therefore, we adopt $m=6$ for all other tests.

The parameter $m$ that controls the buffer of the narrow-band domain should depend on the interfacial thickness of the model. Therefore, we estimate the appropriate $m$, depending on the interfacial thickness by the following numerical procedure. Fig. 4(a) shows the zero-level contour of the 2 D numerical solution. In addition, the cross-section profile of the 2 D solution $\phi(x, y, t)$ at $y=0$ near the right tip is represented in Fig. 4(a). Fig. 4(b) is a magnified view of the image represented in (a) which shows the interfacial thickness of $2 \zeta$ and the narrow-band buffer with parameter $m$. Here, the interfacial thickness is defined as $2 \zeta=\left|x_{2}-x_{1}\right|$, where $\phi\left(x_{1}, 0, t\right)=0.9$ and $\phi\left(x_{2}, 0, t\right)=-0.9$. In the presented crystal growth model, the interfacial thickness depends on $W_{0}$, which is fixed at 1 in our study. As a result, the interfacial thickness is approximately constant. Because the buffers consist of interior and exterior regions to the interfacial transition layer, we can adjust the narrow-band buffer to a multiple of $\zeta$, as $m h=\alpha \zeta$ for some positive values of $\alpha$. To determine the parameter $m$, we use the rounding function defined as $m=\lfloor(\alpha \zeta) / h+0.5\rfloor$, where $\lfloor x\rfloor=\max \{k \in \mathbb{Z} \mid k \leq x\}$ is


Fig. 3. Zero level contours of solution $\phi$ at $t=5000 \Delta t$ and four different narrow-band domains $\Omega_{\mathrm{nb}}$; $\xi=0.5$ (a) $m=2$, (b) $m=4$, (c) $m=6$, and (d) $m=8$.


Fig. 4. (a) Zero-level contour of the 2D numerical solution and the cross-section profile of the $\phi(x, y, t)$ at $y=0$. (b) Magnified cross-section profile in (a) with interfacial thickness $2 \zeta$ and buffer length $m h$.
the floor function. Hence, we can take parameter $m$, depending on the interfacial thickness of the model and numerical parameter $h$.

Next, we proceed to compare the solutions obtained for the entire and adaptive domains. Fig. 5(a) shows the zero-level contours of the solutions for the entire domain (solid line) and for the adaptive domain (asterisk markers). Figs. 5(b) and (c) show temporal snapshots of the progression of the zero-level contours of $\phi$ up to time $t=10000 \Delta t$ for the entire domain and the adaptive domain, respectively. Generally, an adaptive mesh technique is a method used in computational simulations, particularly in numerical methods for solving partial differential equations. It involves adjusting the mesh or grid used in the simulation to focus computational


Fig. 5. (a) comparison of the zero-level contours of two solutions for the entire domain and the adaptive domain at $t=10000 \Delta t$. The temporal snapshots of the progression of the contours of $\phi$ at zero level up to time $t=10000 \Delta t$ : (b) solution for the entire domain and (c) solution for the adaptive domain.

Table 1
CPU time (s) for the entire and adaptive domains with $K=1,100$, and 500.

|  | Entire domain | $K=1$ | $K=100$ | $K=500$ |
| :--- | :--- | :--- | :--- | :--- |
| CPU time (s) | 86.110 | 64.625 | 39.765 | 33.796 |

resources more efficiently in regions where the solution varies rapidly or where high accuracy is required, while using coarser mesh spacing in less critical areas. However, one of the most crucial considerations when applying the efficient adaptive mesh technique is maintaining accuracy. In other words, we must ensure that the adaptive mesh technique does not compromise accuracy. As demonstrated in Fig. 5, we can confirm the proposed adaptive mesh method for the novel phase-field model of crystal growth maintains accuracy.

To compare the CPU times between the entire and adaptive domains, we establish a temporally periodic updating scheme for the adaptive domain. Specifically, we update the adaptive computational domain $\Omega_{\mathrm{nb}}^{n}$ at intervals of $n=K p$, where $p=0,1,2, \ldots$, and $K$ is a positive integer. Table 1 lists the CPU times for the entire and adaptive domains with $K=1,100$, and 500 . As expected, CPU times for the adaptive domains with all $K$ values are smaller than for the entire domain. Furthermore, as the value of $K$ increases, the CPU time decreases.

Fig. 6 illustrates the numerical results obtained for the entire and adaptive domains with $K=1,100$, and 500. Fig. 6(a) shows contours of the numerical solutions of $\phi$ at zero level for the entire domain (red solid line) and adaptive domains with $K=1,100$, and 500 at time $t=10000 \Delta t$. We can observe a significant deviation from the entire domain result when $K=500$ is used. Fig. 6(b) displays the temporal evolution of the discrete area $A(t)$ for the entire and adaptive domains with $K=1,100$, and 500 , where the discrete area $A(t)$ is defined as follows:

$$
\begin{equation*}
A(t)=\sum_{i=0}^{N_{x}} \sum_{j=0}^{N_{y}} \frac{\left(\phi_{i j}^{n}+1\right)}{2} h^{2} . \tag{13}
\end{equation*}
$$



Fig. 6. (a) Contours of the numerical solutions of $\phi$ at zero level are shown for the entire domain (red solid line) and adaptive domains with $K=1$, 100 , and 500 at time $t=10000 \Delta t$. (b) Areas of $\phi$ on entire domain and adaptive domains with $K=1,100$ and 500 . This test is conducted up to time $t=10000 \Delta t$.

Table 2
Quantitative comparison of the dimensionless steady-sate tip velocities obtained by our proposed scheme $\left(V_{O P}=V d_{0} / D\right)$, the results in [23] ( $V_{L L K}$ ), results in [24] ( $V_{K R}$ ), and Green's function formula $\left(V_{G F}\right)$, respectively.

| $\Delta$ | $\delta_{4}$ | $D$ | $d_{0} / W_{0}$ | $V_{L L K}$ | $V_{K R}$ | $V_{G F}$ | $V_{O P}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| -0.55 | 0.05 | 2 | 0.277 | 0.0171 | 0.0168 | 0.0170 | 0.0170 |
| -0.55 | 0.05 | 3 | 0.185 | 0.0174 | 0.0175 | 0.0170 | 0.0172 |
| -0.55 | 0.05 | 4 | 0.139 | 0.0172 | 0.0174 | 0.0170 | 0.0171 |
| -0.50 | 0.05 | 3 | 0.185 | 0.0103 | 0.0101 | 0.0099 | 0.0102 |
| -0.45 | 0.05 | 3 | 0.185 | 0.0060 | 0.0056 | 0.0055 | 0.0055 |

Here, the test is conducted up to time $t=10000 \Delta t$. We can also note a substantial difference in the area compared to the entire domain result when using $K=500$. Based on the computational results shown in Fig. 6 and the data presented in Table 1, choosing $K=100$ appears to be a reasonable option for achieving both efficient and accurate computational results.

Then, we compare the dimensionless steady-state tip velocities of two solutions for entire domain and adaptive domain. The quantitative comparison of the dimensionless steady-state tip velocities are obtained by our proposed schemes $\left(V_{O P}=V d_{0} / D\right)$, the results in [23] ( $V_{L L K}$ ), results in [24] ( $V_{K R}$ ), and Green's function formula ( $V_{G F}$ ), respectively. This numerical test is investigated on the domain $\Omega=(-200,200)^{2}$ with a $1024 \times 1024$ mesh grid under the following parameters setting: $R_{0}=3, \Delta=-0.55, \delta_{4}=0.05$, $W_{0}=1, \lambda=D / a_{2}, a_{2}=0.6267, h=0.35$, and $\Delta t=0.1 h^{2} / D$. The computational formula for the steady-state velocity is based on a quadratic polynomial approximation, $y=\alpha x^{2}+\beta x+\gamma$. We assume that the three points $\left(x_{k-1}, y_{k-1}\right),\left(x_{k}, y_{k}\right),\left(x_{k+1}, y_{k-1}\right)$, are on the interface where $y_{k}$ is a maximum value. Thus, we can find the tip position $y_{*}$ by taking $y \prime\left(x_{*}\right)=0$ and $y_{*}=\alpha x_{*}^{2}+\beta x_{*}+\gamma$. It can be observed from the results in Table 2 that the results are almost identical.

Next, we consider the six-fold crystal growth model applied in the proposed adaptive method and presents numerical experiments to demonstrate the consistency of the proposed adaptive method through comparison. The six-fold crystal model is presented in [8] as follows:

$$
\begin{align*}
\epsilon^{2}(\theta) \frac{\partial \phi}{\partial t}= & \nabla \cdot\left(\epsilon^{2}(\theta) \nabla \phi\right)+\left[\phi-\lambda U\left(1-\phi^{2}\right)\right]\left(1-\phi^{2}\right)-\epsilon^{2}(\theta)|\nabla \phi| \nabla \cdot\left(\frac{\nabla \phi}{|\nabla \phi|}\right) \\
& -\left(\epsilon^{\prime}(\theta) \epsilon(\theta) \phi_{y}\right)_{x}+\left(\epsilon^{\prime}(\theta) \epsilon(\theta) \phi_{x}\right)_{y}  \tag{14}\\
\frac{\partial U}{\partial t}= & D \Delta U+\frac{1}{2} \frac{\partial \phi}{\partial t}, \quad \text { for } \mathbf{x} \in \Omega, \quad t>0, \tag{15}
\end{align*}
$$

where $\theta$ satisfies $\tan \theta=\left(-\phi_{y}\right) /\left(-\phi_{x}\right)$ and $\epsilon(\phi)=\epsilon_{0}\left(1+\epsilon_{6} \cos (6 \phi)\right)$ is the anisotropic function. Then, we discretize Eqs. (14) and (15) using the explicit Euler scheme as follows:

$$
\begin{align*}
\epsilon^{2}\left(\theta_{i j}^{n}\right) \frac{\phi_{i j}^{n+1}-\phi_{i j}^{n}}{\Delta t}= & {\left[\nabla_{h} \cdot\left(\epsilon^{2}(\theta) \nabla_{h} \phi\right)\right]_{i j}^{n}+\left[\phi_{i j}^{n}-\lambda \widetilde{U}_{i j}^{n}\left(1-\left(\phi_{i j}^{n}\right)^{2}\right)\right]\left[1-\left(\phi_{i j}^{n}\right)^{2}\right] } \\
& -\left[\epsilon^{2}(\theta)\left|\nabla_{h} \phi\right| \nabla_{h} \cdot\left(\frac{\nabla_{h} \phi}{\left|\nabla_{h} \phi\right|}\right)\right]_{i j}^{n}-\left[D_{x}\left(\epsilon^{\prime}(\theta) \epsilon(\theta) D_{y} \phi\right)\right]_{i j}^{n} \\
& +\left[D_{y}\left(\epsilon^{\prime}(\theta) \epsilon(\theta) D_{x} \phi\right)\right]_{i j}^{n}  \tag{16}\\
\frac{U_{I J}^{n+1}-U_{I J}^{n}}{\Delta t}= & D \nabla_{H}^{2} U_{I J}^{n}+\frac{\widetilde{\phi}_{I J}^{n+1}-\widetilde{\phi}_{I J}^{n}}{2 \Delta t} . \tag{17}
\end{align*}
$$

The angle between the normal vector of interface is obtained as $\theta_{i j}^{n}=\tanh \left[\left(\phi_{i, j+1}^{n}-\phi_{i, j-1}^{n}\right) /\left(\phi_{i+1, j}^{n}-\phi_{i-1, j}^{n}\right)\right]$. The terms in the right hand side of Eq. (16) are discretized as follows:

$$
\begin{aligned}
& {\left[\nabla_{h} \cdot\left(\epsilon^{2}(\theta) \nabla_{h} \phi\right)\right]_{i j}^{n}=\frac{\epsilon^{2}\left(\theta_{i, j+\frac{1}{2}}^{n}\right)\left(\phi_{i, j+1}^{n}-\phi_{i j}^{n}\right)-\epsilon^{2}\left(\theta_{i, j-\frac{1}{2}}^{n}\right)\left(\phi_{i j}^{n}-\phi_{i, j-1}^{n}\right)}{h^{2}}} \\
& +\frac{\epsilon^{2}\left(\theta_{i+\frac{1}{2}, j}^{n}\right)\left(\phi_{i+1, j}^{n}-\phi_{i j}^{n}\right)-\epsilon^{2}\left(\theta_{i-\frac{1}{2}, j}^{n}\right)\left(\phi_{i j}^{n}-\phi_{i-1, j}^{n}\right)}{h^{2}}, \\
& \nabla_{h} \cdot\left(\frac{\nabla_{h} \phi}{\left|\nabla_{h} \phi\right|}\right)_{i j}=\frac{1}{2 h}\left(\frac{\phi_{i+\frac{1}{2}, j+\frac{1}{2}}^{x}+\phi_{i+\frac{1}{2}, j+\frac{1}{2}}^{y}}{\left|\nabla_{h} \phi_{i+\frac{1}{2}, j+\frac{1}{2}}\right|}+\frac{\phi_{i+\frac{1}{2}, j-\frac{1}{2}}^{x}-\phi_{i+\frac{1}{2}, j-\frac{1}{2}}^{y}}{\left|\nabla_{h} \phi_{i+\frac{1}{2}, j-\frac{1}{2}}\right|}\right. \\
& \left.-\frac{\phi_{i-\frac{1}{2}, j+\frac{1}{2}}^{x}-\phi_{i-\frac{1}{2}, j+\frac{1}{2}}^{y}}{\left|\nabla_{h} \phi_{i-\frac{1}{2}, j+\frac{1}{2}}\right|}-\frac{\phi_{i-\frac{1}{2}, j-\frac{1}{2}}^{x}+\phi_{i-\frac{1}{2}, j-\frac{1}{2}}^{y}}{\left|\nabla_{h} \phi_{i-\frac{1}{2}, j-\frac{1}{2}}\right|}\right), \\
& {\left[D_{x}\left(\epsilon^{\prime}(\theta) \epsilon(\theta) D_{y} \phi\right)\right]_{i j}^{n}=\frac{\epsilon^{\prime}\left(\theta_{i+\frac{1}{2}, j}\right) \epsilon\left(\theta_{i+\frac{1}{2}, j}\right)\left(\phi_{i+1, j+1}^{n}-\phi_{i+1, j-1}^{n}+\phi_{i, j+1}^{n}-\phi_{i, j-1}^{n}\right)}{4 h^{2}}} \\
& -\frac{\epsilon^{\prime}\left(\theta_{i-\frac{1}{2}, j}\right) \epsilon\left(\theta_{i-\frac{1}{2}, j}\right)\left(\phi_{i, j+1}^{n}-\phi_{i, j-1}^{n}+\phi_{i-1, j+1}^{n}-\phi_{i-1, j-1}^{n}\right)}{4 h^{2}}, \\
& {\left[D_{y}\left(\epsilon^{\prime}(\theta) \epsilon(\theta) D_{x} \phi\right)\right]_{i j}^{n}=\frac{\epsilon^{\prime}\left(\theta_{i, j+\frac{1}{2}}\right) \epsilon\left(\theta_{i, j+\frac{1}{2}}\right)\left(\phi_{i+1, j+1}^{n}-\phi_{i-1, j+1}^{n}+\phi_{i+1, j}^{n}-\phi_{i-1, j}^{n}\right)}{4 h^{2}}} \\
& -\frac{\epsilon^{\prime}\left(\theta_{i, j-\frac{1}{2}}\right) \epsilon\left(\theta_{i, j-\frac{1}{2}}\right)\left(\phi_{i+1, j}^{n}-\phi_{i-1, j}^{n}+\phi_{i+1, j-1}^{n}-\phi_{i-1, j-1}^{n}\right)}{4 h^{2}},
\end{aligned}
$$

where $\epsilon^{\prime}(\theta)=-6 \epsilon_{0} \epsilon_{6} \sin (6 \theta)$ and

$$
\begin{aligned}
& \theta_{i+\frac{1}{2}, j}^{n}=\tan ^{-1}\left(\frac{\phi_{i+1, j-1}^{n}-\phi_{i+1, j+1}^{n}+\phi_{i, j-1}^{n}-\phi_{i, j+1}^{n}}{4\left(\phi_{i j}^{n}-\phi_{i+1, j}^{n}\right)}\right), \\
& \theta_{i-\frac{1}{2}, j}^{n}=\tan ^{-1}\left(\frac{\phi_{i, j-1}^{n}-\phi_{i, j+1}^{n}+\phi_{i-1, j-1}^{n}-\phi_{i-1, j+1}^{n}}{4\left(\phi_{i-1, j}^{n}-\phi_{i j}^{n}\right)}\right), \\
& \theta_{i, j+\frac{1}{2}}^{n}=\tan ^{-1}\left(\frac{4\left(\phi_{i j}^{n}-\phi_{i, j+1}^{n}\right)}{\phi_{i-1, j+1}^{n}-\phi_{i+1, j+1}^{n}+\phi_{i-1, j}^{n}-\phi_{i+1, j}^{n}}\right), \\
& \theta_{i, j-\frac{1}{2}}^{n}=\tan ^{-1}\left(\frac{4\left(\phi_{i, j-1}^{n}-\phi_{i j}^{n}\right)}{\phi_{i-1, j}^{n}-\phi_{i+1, j}^{n}+\phi_{i-1, j-1}^{n}-\phi_{i+1, j-1}^{n}}\right)
\end{aligned}
$$

For the following numerical experiments of the six-fold crystal growth, we use $R_{0}=3, \Delta=-0.55, \epsilon_{0}=1, \epsilon_{6}=0.05, \lambda=3.1913$, $D=0.6267 \lambda, N_{x}=N_{y}=400, h=0.35$, and $\Delta t=0.1 h^{2} / D$ on the computational domain $\Omega=(-70,70) \times(-70,70)$. In Fig. 7, we compare the solutions obtained for the entire and adaptive domains for the six-fold crystal growth model. Fig. 7(a) shows the zero-level contours of two solutions for the entire domain ( - ) and adaptive domain ( $*$ ) at $t=25000 \Delta t$. Figs. 7(b) and (c) illustrate temporal snapshots of the zero-level contours up to time $t=25000 \Delta t$. From the results of the numerical test in Fig. 7, we can confirm that the proposed adaptive method works well in the six-fold crystal growth model.

## 3. Three-dimensional crystal growth

### 3.1. Three-dimensional phase-field equation

Next, we extend the 2D equation to incorporate three dimensions. The three-dimensional (3D) phase-field equation for the 3D crystal growth is expressed as follows:

$$
\begin{align*}
\epsilon^{2}(\phi) \frac{\partial \phi}{\partial t}= & \nabla \cdot\left(\epsilon^{2}(\phi) \nabla \phi\right)+\left[\phi-\lambda U\left(1-\phi^{2}\right)\right]\left(1-\phi^{2}\right)-\epsilon^{2}(\phi)|\nabla \phi| \nabla \cdot\left(\frac{\nabla \phi}{|\nabla \phi|}\right)  \tag{18}\\
& +\left(|\nabla \phi|^{2} \epsilon(\phi) \frac{\partial \epsilon(\phi)}{\partial \phi_{x}}\right)_{x}+\left(|\nabla \phi|^{2} \epsilon(\phi) \frac{\partial \epsilon(\phi)}{\partial \phi_{y}}\right)_{y}+\left(|\nabla \phi|^{2} \epsilon(\phi) \frac{\partial \epsilon(\phi)}{\partial \phi_{z}}\right)_{z}, \\
\frac{\partial U}{\partial t}= & D \Delta U+\frac{1}{2} \frac{\partial \phi}{\partial t}, \quad \text { for } \mathbf{x} \in \Omega, \quad t>0, \tag{19}
\end{align*}
$$



Fig. 7. (a) comparison of the zero-level contours of two solutions for entire domain and adaptive domain, respectively, at $t=25000 \Delta t$. (b) and (c) are temporal snapshots of the progression of the contours of $\phi$ at zero level up to time $t=25000 \Delta t$ on the entire domain and adaptive domain, respectively.
where $\epsilon(\phi)$ is given as

$$
\epsilon(\phi)=W_{0}\left(1-3 \delta_{4}\right)\left(1+\frac{4 \delta_{4}}{1-3 \delta_{4}} \frac{\phi_{x}^{4}+\phi_{y}^{4}+\phi_{z}^{4}}{|\nabla \phi|^{4}}\right) .
$$

### 3.2. Three-dimensional numerical scheme

We use an adaptive computational method for Eqs. (18) and (19) on a 3D domain $\Omega=\left(L_{x}, R_{x}\right) \times\left(L_{y}, R_{y}\right) \times\left(L_{z}, R_{z}\right)$. For positive even integers $N_{x}, N_{y}$, and $N_{z}$, let $h=\left(R_{x}-L_{x}\right) / N_{x}=\left(R_{y}-L_{y}\right) / N_{y}=\left(R_{z}-L_{z}\right) / N_{z}$ be the space grid size. The discrete domain is then defined as follows: $\Omega_{h}=\left\{\left(x_{i}, y_{j}, z_{k}\right) \mid x_{i}=L_{x}+i h, y_{j}=L_{y}+j h, z_{k}=L_{z}+k h\right.$ for $\left.0 \leq i \leq N_{x}, 0 \leq j \leq N_{y}, 0 \leq k \leq N_{z}\right\}$ and $\Omega_{H}=\left\{\left(X_{I}, Y_{J}, Z_{K}\right) \mid X_{I}=L_{x}+I H, Y_{J}=L_{y}+J H, Z_{K}=L_{z}+K H\right.$ for $\left.0 \leq I \leq N_{x} / 2,0 \leq J \leq N_{y} / 2,0 \leq K \leq N_{z} / 2\right\}$, where $H=2 h$, $X_{I}=x_{2 I}, Y_{J}=y_{2 J}$ and $Z_{K}=z_{2 K}$. For the sake of notation simplicity, we set $\phi_{i j k}^{n}=\phi\left(x_{i}, y_{j}, z_{k}, n \Delta t\right)$ and $U_{I J K}^{n}=U\left(X_{I}, Y_{J}, Z_{K}, n \Delta t\right)$, where $\Delta t$ is the time step. We define 3D temporal discrete narrow domain as $\Omega_{\mathrm{tmp}}^{n}=\left\{\left(x_{i}, y_{j}, z_{k}\right)| | \nabla_{d} \phi_{i j k}^{n} \mid>\xi, 0 \leq i \leq N_{x}, 0 \leq j \leq\right.$ $\left.N_{y}, 0 \leq k \leq N_{z}\right\}$, where $\nabla_{d} \phi_{i j k}$ is defined as follows:

$$
\nabla_{d} \phi_{i j k}=\left(\frac{\phi_{i+1, j, k}-\phi_{i-1, j, k}}{2 h}, \frac{\phi_{i, j+1, k}-\phi_{i, j-1, k}}{2 h}, \frac{\phi_{i, j, k+1}-\phi_{i, j, k-1}}{2 h}\right) .
$$

A 3D space-time adaptive discrete narrow-band domain $\Omega_{\mathrm{nb}}^{n}$ is defined as

$$
\begin{equation*}
\Omega_{\mathrm{nb}}^{n}=\bigcup_{p=-m}^{p=m} \bigcup_{q=-m}^{q=m} \bigcup_{r=-m}^{r=m}\left\{\left(x_{i+p}, y_{j+q}, z_{k+r}\right):\left(x_{i}, y_{j}, z_{k}\right) \in \Omega_{\mathrm{tmp}}^{n}\right\} \tag{20}
\end{equation*}
$$

for positive integer $m$. The schematic of the 3D results in the discrete narrow-band domain is illustrated in Fig. 8.


Fig. 8. Schematic illustration of the 3 D dendritic growth in the narrow-band domain $\Omega_{\mathrm{nb}}$ (dotted points) over time.

The computational solutions for the 3D crystal growth are obtained using the following explicit Euler method:

$$
\begin{align*}
\epsilon^{2}\left(\phi_{i j k}^{n}\right) \frac{\phi_{i j k}^{n+1}-\phi_{i j k}^{n}}{\Delta t}= & {\left[\nabla_{h} \cdot\left(\epsilon^{2}(\phi) \nabla_{h} \phi\right)\right]_{i j k}^{n}+\left[\phi_{i j k}^{n}-\lambda \widetilde{U}_{i j k}^{n}\left(1-\left(\phi_{i j k}^{n}\right)^{2}\right)\right]\left(1-\left(\phi_{i j k}^{n}\right)^{2}\right) } \\
& -\left[\epsilon^{2}(\phi)\left|\nabla_{h} \phi\right| \nabla_{h} \cdot\left(\frac{\nabla_{h} \phi}{\left|\nabla_{h} \phi\right|}\right)\right]_{i j k}^{n}+\left[\left(\left|\nabla_{h} \phi\right|^{2} \epsilon(\phi) \frac{\partial \epsilon(\phi)}{\partial \phi_{x}}\right)_{x}\right]_{i j k}^{n} \\
& +\left[\left(\left|\nabla_{h} \phi\right|^{2} \epsilon(\phi) \frac{\partial \epsilon(\phi)}{\partial \phi_{y}}\right)_{y}\right]_{i j k}^{n}+\left[\left(\left|\nabla_{h} \phi\right|^{2} \epsilon(\phi) \frac{\partial \epsilon(\phi)}{\partial \phi_{y}}\right)_{z}\right]_{i j k}^{n}  \tag{21}\\
\frac{U_{I J K}^{n+1}-U_{I J K}^{n}}{\Delta t}= & D \Delta_{H} U_{I J K}^{n}+\frac{\widetilde{\phi}_{I J}^{n+1}-\widetilde{\phi}_{I J}^{n}}{2 \Delta t}, \tag{22}
\end{align*}
$$

where $\Delta_{H} U_{I J K}^{n}=\left(U_{I-1, J, K}^{n}+U_{I+1, J, K}^{n}+U_{I, J-1, K}^{n}+U_{I, J+1, L}^{n}+U_{I, J, K-1}^{n}+U_{I, J, K+1}^{n}-6 U_{I J K}^{n}\right) / H^{2}$. Also $\widetilde{U}_{i j k}^{n}$ and $\widetilde{\phi}_{I J K}^{n}$ are defined as

$$
\begin{align*}
\widetilde{U}_{i j k}^{n}= & \left(U_{\left[\frac{i}{2}\right],\left[\frac{j}{2}\right],\left[\frac{k}{2}\right]}^{n}+U_{\left[\frac{i+1}{2}\right],\left[\frac{j}{2}\right],\left[\frac{k}{2}\right]}^{n}+U_{\left[\frac{i}{2}\right],\left[\frac{j+1}{2}\right],\left[\frac{k}{2}\right]}^{n}+U_{\left[\frac{i}{2}\right],\left[\frac{j}{2}\right],\left[\frac{k+1}{2}\right]}^{n}+U_{\left[\frac{i+1}{2}\right],\left[\left[\frac{j+1}{2}\right],\left[\frac{k}{2}\right]\right.}^{n}\right. \\
& \left.+U_{\left[\frac{i}{2}\right],\left[\frac{j+1}{2}\right],\left[\frac{k+1}{2}\right]}^{n}+U_{\left[\frac{i+1}{2}\right],\left[\frac{j}{2}\right],\left[\frac{k+1}{2}\right]}^{n}+U_{\left[\frac{i+1}{2}\right],\left[\frac{j+1}{2}\right],\left[\frac{k+1}{2}\right]}^{n}\right) / 8,  \tag{23}\\
\widetilde{\phi}_{I J K}^{n}= & \phi_{2 I, 2 J, 2 K}^{n} . \tag{24}
\end{align*}
$$

The term $\left[\nabla_{h} \cdot\left(\epsilon^{2}(\phi) \nabla_{h} \phi\right)\right]_{i j}^{n}$ in 3D space is defined as follows:

$$
\begin{aligned}
& {\left[\nabla_{h} \cdot\left(\epsilon^{2}(\phi) \nabla_{h} \phi\right)\right]_{i j k}^{n}} \\
& \quad=\frac{\left[\epsilon^{2}\left(\phi_{i+1, j k}^{n}\right)+\epsilon^{2}\left(\phi_{i j k}^{n}\right)\right]\left(\phi_{i+1, j k}^{n}-\phi_{i j k}^{n}\right)-\left[\epsilon^{2}\left(\phi_{i j k}^{n}\right)+\epsilon^{2}\left(\phi_{i-1, j k}^{n}\right)\right]\left(\phi_{i j k}^{n}-\phi_{i-1, j k}^{n}\right)}{2 h^{2}} \\
& \quad+\frac{\left[\epsilon^{2}\left(\phi_{i, j+1, k}^{n}\right)+\epsilon^{2}\left(\phi_{i j k}^{n}\right)\right]\left(\phi_{i, j+1, k}^{n}-\phi_{i j k}^{n}\right)-\left[\epsilon^{2}\left(\phi_{i j k}^{n}\right)+\epsilon^{2}\left(\phi_{i, j-1, k}^{n}\right)\right]\left(\phi_{i j k}^{n}-\phi_{i, j-1, k}^{n}\right)}{2 h^{2}} \\
& \quad+\frac{\left[\epsilon^{2}\left(\phi_{i j, k+1}^{n}\right)+\epsilon^{2}\left(\phi_{i j k}^{n}\right)\right]\left(\phi_{i j, k+1}^{n}-\phi_{i j k}^{n}\right)-\left[\epsilon^{2}\left(\phi_{i j k}^{n}\right)+\epsilon^{2}\left(\phi_{i, j, k-1}^{n}\right)\right]\left(\phi_{i j k}^{n}-\phi_{i, j, k-1}^{n}\right)}{2 h^{2}} .
\end{aligned}
$$

The curvature term $\left[\epsilon^{2}(\phi)\left|\nabla_{h} \phi\right| \nabla_{h} \cdot\left(\nabla_{h} \phi /\left|\nabla_{h} \phi\right|\right)\right]_{i j k}^{n}$ in Eq. (21) can be similarly discretized to 2D space, and further details can be found in [25]. The other terms are discretized as follows:

$$
\begin{aligned}
& {\left[\left(\left|\nabla_{h} \phi\right|^{2} \epsilon(\phi) \frac{\partial \epsilon(\phi)}{\partial \phi_{x}}\right)_{x}\right]_{i j k}^{n}=\left[\left(\frac{16 \delta_{4} \epsilon(\phi) \phi_{x}\left(\phi_{x}^{2} \phi_{y}^{2}+\phi_{x}^{2} \phi_{z}^{2}-\phi_{y}^{4}-\phi_{z}^{4}\right)}{|\nabla \phi|^{4}}\right)_{x}\right]_{i j k}^{n},} \\
& {\left[\left(\left|\nabla_{h} \phi\right|^{2} \epsilon(\phi) \frac{\partial \epsilon(\phi)}{\partial \phi_{y}}\right)_{y}\right]_{i j k}^{n}=\left[\left(\frac{16 \delta_{4} \epsilon(\phi) \phi_{y}\left(\phi_{y}^{2} \phi_{x}^{2}+\phi_{y}^{2} \phi_{z}^{2}-\phi_{x}^{4}-\phi_{z}^{4}\right)}{|\nabla \phi|^{4}}\right)_{y}\right]_{i j k}^{n},} \\
& {\left[\left(\left|\nabla_{h} \phi\right|^{2} \epsilon(\phi) \frac{\partial \epsilon(\phi)}{\partial \phi_{y}}\right)_{x}\right]_{i j k}^{n}=\left[\left(\frac{16 \delta_{4} \epsilon(\phi) \phi_{z}\left(\phi_{z}^{2} \phi_{x}^{2}+\phi_{z}^{2} \phi_{y}^{2}-\phi_{x}^{4}-\phi_{y}^{4}\right)}{|\nabla \phi|^{4}}\right)_{z}^{n}\right]_{i j k}^{n} .}
\end{aligned}
$$



Fig. 9. Temporal progress of the zero-level isosurface of $\phi$ for the 3 D novel dendritic growth model. From top to bottom rows, we consider the entire and adaptive domains, respectively. Here, (a), (b), and (c) are the computational results at times $t=0$, $900 \Delta t$, $1800 \Delta t$, respectively. $K=100$ is used.

Table 3
CPU time (s) for the entire and adaptive domains with $K=1,100$, and 150 in 3D space.

| Case | Entire domain | $K=1$ | $K=100$ | $K=150$ |
| :--- | :--- | :--- | :--- | :--- |
| CPU time (s) | 843.219 | 470.781 | 288.859 | 270.495 |

### 3.3. Numerical experiments in three-dimensional space

Unless stated otherwise, the following initial conditions in 3D space are employed:

$$
\begin{align*}
& \phi(x, y, z, 0)=\tanh \left(\frac{R_{0}-\sqrt{x^{2}+y^{2}+z^{2}}}{\sqrt{2}}\right),  \tag{25}\\
& U(x, y, z, 0)= \begin{cases}0, & \text { if } \phi>0 \\
\Delta, & \text { otherwise }\end{cases} \tag{26}
\end{align*}
$$

with $\phi(x, y, z, t)=-1$ and $U(x, y, z, t)=\Delta$ on $\partial \Omega$ for all $t$. For the following 3D tests, we use an initial radius $R_{0}=3, \Delta=-0.55$, $\delta_{4}=0.05, W_{0}=1, \lambda=3.1913$, and $D=0.6267 \lambda$. The computational parameters used are $N_{x}=N_{y}=N_{z}=200, h=0.8, \Delta t=0.1 h^{2} / D$, $m=6, K=100$, and $\xi=0.5$ on $\Omega=(-80,80) \times(-80,80) \times(-80,80)$. Fig. 9 displays temporal progress of the isosurface of the computational solutions at level 0 for the 3D novel dendritic growth model up to time $t=1800 \Delta t$. In Fig. 9, the top and bottom rows illustrate the numerical solutions for the entire domain and adaptive domain, respectively. Here, (a), (b), and (c) are the computational results at times $t=0,900 \Delta t, 1800 \Delta t$, respectively. We can confirm that the computational results on the adaptive domain closely match those on the entire domain computation.

From top to bottom, Figs. 10(a)-(d) display the temporal evolutions of the numerical results for the entire and adaptive domains with $K=1, K=100$, and $K=150$ in 3D space, respectively. When we examine the computational outcomes visually, we find that they exhibit a high degree of similarity in terms of their appearance and characteristics. However, as shown in Fig. 10(e), the temporal evolution of the discrete volume of $\phi$ with $K=150$ deviates from the results of the entire domain. Here, the discrete volume $V(t)$ is defined as follows:

$$
\begin{equation*}
V(t)=\sum_{i=0}^{N_{x}} \sum_{j=0}^{N_{y}} \sum_{k=0}^{N_{z}} \frac{\left(\phi_{i j k}^{n}+1\right)}{2} h^{3} . \tag{27}
\end{equation*}
$$

Table 3 lists the CPU times for the entire and adaptive domains with $K=1,100$, and 150 in 3D space. As expected, CPU times for the adaptive domains with all $K$ values are smaller than for the entire domain. Furthermore, as the value of $K$ increases, the CPU time decreases. Based on the numerical results shown in Fig. 10 and Table 3, choosing $K=100$ is both efficient and accurate for achieving computational results.

Finally, we conduct a comparison test of 2D and 3D numerical results for the crystal growth models. The simulations are performed in the domains $\Omega=(80,80)^{d}$, where $d=2$ or 3 is the space dimension. For this test, we take the following parameter


Fig. 10. From the top to bottom row, temporal evolution of the zero-level isosurface of the numerical solution $\phi$ for the entire and adaptive domain with $K=1$, $K=100$, and $K=150$ at (a) $t=0$, (b) $t=540 \Delta t$, (c) $t=1080 \Delta t$, (d) $t=1800 \Delta t$. (e) Volumes of $\phi$ on entire domain and adaptive domains with $K=1$, 100 and 150.
values: $R_{0}=3, \Delta=-0.55, \delta_{4}=0.05, W_{0}=1, \lambda=3.1913, D=0.6267 \lambda, N_{x}=N_{y}=N_{z}=200, h=0.8$, and $\Delta t=0.1 h^{2} / D$. Temporal evolutions of the zero-level contours and isosurfaces of the numerical solutions for 2D and 3D crystal growth are shown in Figs. 11(a) and (b), respectively. From a 3D space perspective, the 2D result is effectively a cylindrical expansion. The result of expansion into 3D cylinder form is shown in Fig. 11(c). Fig. 11(d) compares the 2D result and 3D slice result $\phi(x, y, 0, t)$ projected onto the $x-y$


Fig. 11. (a) Temporal snapshots of the zero-level contours of the numerical solutions for the 2 D crystal growth up to time $t=1800 \Delta t$. (b) Temporal snapshots of the zero-level isosurfaces of the numerical solutions for the 3D crystal growth up to time $t=1800 \Delta t$. (c) Temporal snapshots of the zero-level isosurfaces of the 2D numerical solution expanded into 3D cylinder form. (d) Temporal snapshots of the 2D numerical results (dotted line) and zero-level contours of the 3D numerical solution $\phi(x, y, 0, t)$ projected onto the $x-y$ plane (solid line).
plane. In contrast to the 2D result, the tip experiences an additional undercooling effect in the upward and downward directions along the $z$-axis in the 3D result. Therefore, the 3D crystal grows more rapidly than it does in 2D space.

## 4. Conclusions

In this study, we have presented an efficient, fast, and fully explicit adaptive numerical scheme for solving a novel phase-field equation of crystal growth in both 2D and 3D spaces. The recently developed phase-field equation incorporates a term that eliminates artificial curvature effects, resulting in faster evolution compared to conventional models. The dendritic growth model consists of a phase-field equation for capturing the crystal interface and a heat equation for describing temperature distribution. To solve the phase-field equation accurately and efficiently, we have introduced an adaptive numerical algorithm. This algorithm uses an adaptive narrow-band domain to capture the phase-field interface and enhances accuracy by employing a double-sized grid for temperature distribution. Through a series of numerical experiments in 2D and 3D spaces, we have demonstrated the accuracy and efficiency of our proposed adaptive numerical algorithm for solving the phase-field equation of crystal growth. Overall, our work contributes to the advancement of phase-field simulation in dendritic growth and provides an effective approach for accurately capturing the complex interface dynamics. The developed adaptive numerical scheme offers improved computational efficiency and accuracy, opening avenues for further investigations and applications in the field of materials science and solidification phenomena.
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