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#### Abstract

In this study, we present a novel conservative Allen-Cahn (CAC) equation and its maximum principle preserving and unconditionally stable numerical method. There have been many research works of the numerical methods for the CAC equation. To conserve the total mass, many mathematical models for the CAC equation introduced Lagrange multipliers which are added to the original Allen-Cahn equation. Therefore, some of the methods do not preserve the maximum principle, i.e., it is possible to have values greater than the maximum and smaller than the minimum values of the admissible solutions. In this study, we propose a novel CAC equation with a new Lagrange multiplier which is a power exponent to the concentration so that the maximum principle strictly holds. Furthermore, we describe the proposed numerical algorithm in detail and present several computational experiments to validate the superior performance of the proposed scheme.


## 1. Introduction

In this study, we present a maximum principle preserving and unconditionally stable numerical scheme for the following conservative Allen-Cahn (CAC) equation:

$$
\begin{align*}
& \frac{\partial \phi(\mathbf{x}, t)}{\partial t}=-\frac{F^{\prime}(\phi(\mathbf{x}, t))}{\epsilon^{2}}+\Delta \phi(\mathbf{x}, t)+\alpha\left[\phi^{\beta(t)}(\mathbf{x}, t)-\phi(\mathbf{x}, t)\right]  \tag{1}\\
& \quad \mathbf{x} \in \Omega, t>0 \\
& \mathbf{n} \cdot \nabla \phi(\mathbf{x}, t)=0, \mathbf{x} \in \partial \Omega \tag{2}
\end{align*}
$$

where $\alpha$ is parameter and $\beta(t)>0$ is a time-dependent Lagrange multiplier which makes the solution satisfy the mass conservative constraint. Here, $\Omega \subset \mathbf{R}^{2}$ or $\mathbf{R}^{3}$, $\mathbf{x}$ is the space variable, $t$ is the time variable, and $\mathbf{n}$ is the normal vector on $\partial \Omega$. The phase field function $\phi(\mathbf{x}, t)$ is the concentration of one component of the binary mixture at space $\mathbf{x}$ and time $t$; and satisfies a maximum principle, $0 \leq \phi(\mathbf{x}, t) \leq 1$. Furthermore, $F(\phi)=0.25 \phi^{2}(\phi-1)^{2}$ is a double-well potential (see Fig. 1) and $\epsilon$ is a small interfacial parameter. When we consider excluding the $\alpha$ term, it becomes the Allen-Cahn (AC) equation:
$\frac{\partial \phi(\mathbf{x}, t)}{\partial t}=-\frac{F^{\prime}(\phi(\mathbf{x}, t))}{\epsilon^{2}}+\Delta \phi(\mathbf{x}, t)$.
The AC equation is the $L_{2}$-gradient flow of the Ginzburg-Landau free energy functional:
$\mathcal{E}=\int_{\Omega}\left(\frac{F(\phi)}{\epsilon^{2}}+\frac{1}{2}|\nabla \phi|^{2}\right) d \mathbf{x}$.

When Eq. (4) is differentiated with respect to time $t$, its temporal derivative is not positive, therefore, the total energy decreases with time. The AC equation is an equation derived from a study on phase separation of $\mathrm{Fe}-\mathrm{Al}$ alloys [1], and various studies have been done such as time-dependent AC equation on surfaces with radial basis functions [2], discrete maximum principle and energy stability scheme [3], high order structure preserving algorithm with a nonlocal constraint [4], maximum principle preserving scheme with local discontinuous Galerkin methods [5], high order compact structure preserving difference scheme [6], and explicit stable method using alternating direction explicit method for the diffusion term [7].

Recently, the CAC equation has been used in many applications such as two-phase fluid flows [8-10], multiphase fluid flows [11-13], solving PDE on surfaces [14,15], diblock copolymers [16]. To conserve a mass, the authors [17] introduced a time dependent Lagrange multiplier $\beta(t)$
$\frac{\partial \phi(\mathbf{x}, t)}{\partial t}=-\frac{F^{\prime}(\phi(\mathbf{x}, t))}{\epsilon^{2}}+\Delta \phi(\mathbf{x}, t)+\beta(t)$,
where $\beta(t)$ is given as $\beta(t)=\int_{\Omega} F^{\prime}(\phi(\mathbf{x}, t)) \mathrm{d} \mathbf{x} /\left(\epsilon^{2} \int_{\Omega} \mathrm{d} \mathbf{x}\right)$ to keep the mass conservation and this formulation has been widely used [18-21]. The authors in [22] presented the following CAC equation:

$$
\begin{equation*}
\frac{\partial \phi(\mathbf{x}, t)}{\partial t}=-\frac{F^{\prime}(\phi(\mathbf{x}, t))}{\epsilon^{2}}+\Delta \phi(\mathbf{x}, t)+\beta(t) \sqrt{2 F(\phi(\mathbf{x}, t))} \tag{6}
\end{equation*}
$$
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Fig. 1. Double-well potential free energy function, $F(\phi)=\phi^{2}(\phi-1)^{2} / 4$ which has the global minimum value at $\phi=0$ and $\phi=1$.
where $\beta(t)=\int_{\Omega} F^{\prime}(\phi(\mathbf{x}, t)) \mathrm{d} \mathbf{x} /\left[\epsilon^{2} \int_{\Omega} \sqrt{2 F(\phi(\mathbf{x}, t))} \mathrm{d} \mathbf{x}\right]$ and $F(\phi)=0.25 \phi^{2}$ ( $\phi-1)^{2}$. This type of the CAC Eq. (6) has been widely used in various researches [23-26]. Recently, the CAC equation with a curvaturedependent Lagrange multiplier was developed in [27]. The abovementioned AC and CAC equations are included in category of the phase field model. More phase field models are the Cahn-Hilliard equation, phase field crystal equation, etc., and various related studies have been conducted [28-35].

In this study, we use the following definition of the maximum principle: If $0 \leq \phi(\mathbf{x}, 0) \leq 1$, then $0 \leq \phi(\mathbf{x}, t) \leq 1$ is satisfied for all time $t$, where $\phi(\mathbf{x}, t)$ is the solution of the CAC equation. Strictly speaking, our proposed method is a maximum bound principle preserving method [36]. That is, the phase-field value can be larger than the maximum of the given initial values; however, its values are in the bounded range. Unlike the previous CAC Eqs. (5) and (6), the proposed CAC equation allows a numerical scheme which preserves the maximum principle.

However, most of the previous mathematical models and numerical methods do not satisfy strict discrete maximum principle mainly due to the way of mass correction step. Mass corrections are done by addition or subtraction to the phase-field function. Therefore, it may violate the discrete maximum principle, i.e., the phase-field function can have values less than zero or greater than one, which is non-physical value.

There have some research works to resolve the violation problem of the maximum principle. In [8], the authors developed a consistent and conservative boundedness mapping algorithm. In [37], the authors presented improved stabilized integrating factor Runge-Kutta (RK) methods for the CAC equations. The presented methods preserve the maximum principle unconditionally and conserve the mass to machine accuracy.

To overcome this drawback, in this study we propose a new simple mass correction step which takes a positive power to the phase-field function whose range is from zero to one.

The contents of this paper is as follows. In Section 2, the proposed computational method is described. In Section 3, the numerical results are presented. In Section 4, we conclude.

## 2. Description of the numerical scheme

Now, we present the description of the maximum principle preserving and unconditionally stable numerical scheme for the proposed CAC equation. Using the operator splitting technique [38-40]. Recently, there are also theoretical studies on the stability and convergence of the operator splitting method for the AC equation [41,42]. We split Eq. (2) as follows:

$$
\begin{align*}
& \frac{\partial \phi(\mathbf{x}, t)}{\partial t}=\Delta \phi(\mathbf{x}, t),  \tag{7}\\
& \frac{\partial \phi(\mathbf{x}, t)}{\partial t}=-\frac{F^{\prime}(\phi(\mathbf{x}, t))}{\epsilon^{2}}, \tag{8}
\end{align*}
$$

$\frac{\partial \phi(\mathbf{x}, t)}{\partial t}=\alpha\left[\phi^{\beta(t)}(\mathbf{x}, t)-\phi(\mathbf{x}, t)\right]$.
We consider a two-dimensional domain, $\Omega=\left(L_{x}, R_{x}\right) \times\left(L_{y}, R_{y}\right)$. The three-dimensional (3D) numerical method is defined similarly and is a straightforward extension of the two-dimensional case. Therefore, we omit the details of the 3D extension for simplicity of exposition. However, we will present the 3D computational experiments for completeness. Let us discretize $\Omega$ as $\Omega_{d}=\left\{\left(x_{i}, y_{j}\right) \mid x_{i}=L_{x}+(i-0.5) h, i=\right.$ $\left.1, \ldots, N_{x}, y_{j}=L_{y}+(j-0.5) h, j=1, \ldots, N_{y}\right\}$, where $h=\left(R_{x}-L_{x}\right) / N_{x}$ with integers $N_{x}$ and $N_{y}$. We denote $\phi\left(x_{i}, y_{j}, n \Delta t\right)$ by $\phi_{i j}^{n}$, where $\Delta t$ is the time step. Note that, because Eq. (7) is a partial differential equation (PDE), we use the zero Neumann boundary condition to solve it. However, because Eqs. (8) and (9) are of the ordinary differential equation type, no spatial boundary conditions are needed.

In this study, we use the following definition of the discrete maximum principle: If $0 \leq \phi_{i j}^{0} \leq 1$, then $0 \leq \phi_{i j}^{n} \leq 1$ is satisfied for all time step $n$, where $\phi_{i j}^{n}$ is the numerical solution of the discrete CAC equation. For given $\phi_{i j}^{n}$ for $i=1, \ldots, N_{x}$ and $j=1, \ldots, N_{y}$, we apply the operator splitting method and first solve the diffusion term, Eq. (7).
$\frac{\phi_{i j}^{n+1,1}-\phi_{i j}^{n}}{\Delta t}=\Delta_{d} \phi_{i j}^{n+1,1}$.
We use the finite difference method (FDM) for the $x$-directional term:
$\frac{\phi_{i j}^{n+1,1}-\phi_{i j}^{n}}{\Delta t}=\Delta_{d}^{x} \phi_{i j}^{n+1,1}=\frac{\phi_{i+1, j}^{n+1,1}-2 \phi_{i j}^{n+1,1}+\phi_{i-1, j}^{n+1,1}}{h^{2}}$,
which is solved by using the Thomas algorithm for the tri-diagonal system [43] with the zero Neumann boundary condition, i.e., $\phi_{0 j}^{n+1,1}=$ $\phi_{1 j}^{n+1,1}$ and $\phi_{N_{x}+1, j}^{n+1,1}=\phi_{N_{x} j}^{n+1,1}$ for $j=1, \ldots, N_{y}$. The zero Neumann boundary condition means $90^{\circ}$ contact angle condition [44]. Similarly, we use the FDM for the $y$-directional term:
$\frac{\phi_{i j}^{n+1,2}-\phi_{i j}^{n+1,1}}{\Delta t}=\Delta_{d}^{y} \phi_{i j}^{n+1,2}=\frac{\phi_{i, j+1}^{n+1,2}-2 \phi_{i j}^{n+1,2}+\phi_{i, j-1}^{n+1,2}}{h^{2}}$
with $\phi_{i 0}^{n+1,2}=\phi_{i 1}^{n+1,2}$ and $\phi_{i, N_{y}+1}^{n+1,2}=\phi_{i N_{y}}^{n+1,2}$ for $i=1, \ldots, N_{x}$.
Second, we analytically solve Eq. (8) using separation of variables [25]:
$\phi_{i j}^{n+1,3}=0.5-\frac{1-2 \phi_{i j}^{n+1,2}}{2 \sqrt{\left(1-2 \phi_{i j}^{n+1,2}\right)^{2}+4 \phi_{i j}^{n+1,2}\left(1-\phi_{i j}^{n+1,2}\right) e^{-\frac{\Delta t}{2 \epsilon^{2}}}}}$.
Finally, we numerically solve Eq. (9) using an explicit Euler method:
$\frac{\phi_{i j}^{n+1}-\phi_{i j}^{n+1,3}}{\Delta t}=\alpha\left[\left(\phi_{i j}^{n+1,3}\right)^{\beta^{n}}-\phi_{i j}^{n+1,3}\right]$,
where $\beta^{n}$ is chosen to satisfy the conservation of the total mass, i.e.,
$\sum_{i=1}^{N_{x}} \sum_{j=1}^{N_{y}} \phi_{i j}^{n+1}=\sum_{i=1}^{N_{x}} \sum_{j=1}^{N_{y}} \phi_{i j}^{0}$.
To find $\beta^{n}$, we let $\alpha=1 / \Delta t$, then Eq. (14) becomes
$\phi_{i j}^{n+1}=\left(\phi_{i j}^{n+1,3}\right)^{\beta^{n}}$.
From Eq. (15) and (16), we have
$\sum_{i=1}^{N_{x}} \sum_{j=1}^{N_{y}}\left(\phi_{i j}^{n+1,3}\right)^{\beta^{n}}=\sum_{i=1}^{N_{x}} \sum_{j=1}^{N_{y}} \phi_{i j}^{0}$.
As schematically illustrated in Fig. 2, if $\beta^{n}<1$, then $\sum_{i=1}^{N_{x}} \sum_{j=1}^{N_{y}}$ $\left(\phi_{i j}^{n+1,3}\right)^{\beta^{n}}$ in Eq. (17) becomes larger than $\sum_{i=1}^{N_{x}} \sum_{j=1}^{N_{y}} \phi_{i j}^{n+1,3}$. If $\beta^{n}>1$, then $\sum_{i=1}^{N_{x}} \sum_{j=1}^{N_{y}}\left(\phi_{i j}^{n+1,3}\right)^{\beta^{n}}$ in Eq. (17) becomes smaller than $\sum_{i=1}^{N_{x}} \sum_{j=1}^{N_{y}}$ $\phi_{i j}^{n+1,3}$. Therefore, we can find an appropriate $\beta^{n}$ value which satisfies


Fig. 2. Schematic illustration of $\phi^{\beta(t)}$ against $\phi$. In practice, the value of $\beta(t)$ is very close to 1 .


Fig. 3. Schematic illustration of the Secant method for finding the root $\beta^{n}$ of $f(\beta)$, i.e., $f\left(\beta^{n}\right)=0$.

Eq. (16). Because Eq. (17) is a highly nonlinear equation, we solve it using the Secant method [45]. Let
$f(\beta)=\sum_{i=1}^{N_{x}} \sum_{j=1}^{N_{y}} \phi_{i j}^{0}-\sum_{i=1}^{N_{x}} \sum_{j=1}^{N_{y}}\left(\phi_{i j}^{n+1,3}\right)^{\beta}$.
We start generating the sequence of approximations using the Se cant method by setting $\beta_{0}^{n}<1<\beta_{1}^{n}$. In this study, we set $\beta_{0}^{n}=0.98$ and $\beta_{1}^{n}=1.02$. Then, the Secant method is as follows:
$\beta_{k+1}^{n}=\beta_{k}^{n}-\frac{f\left(\beta_{k}^{n}\right)\left(\beta_{k}^{n}-\beta_{k-1}^{n}\right)}{f\left(\beta_{k}^{n}\right)-f\left(\beta_{k-1}^{n}\right)}$, for $k=1, \ldots$
As schematically illustrated in Fig. 3, starting with the two given values $\beta_{0}^{n}$ and $\beta_{1}^{n}$, the value $\beta_{2}^{n}$ is the intercept of the horizontal axis and line joining $\left(\beta_{0}^{n}, f\left(\beta_{0}^{n}\right)\right)$ and $\left(\beta_{1}^{n}, f\left(\beta_{1}^{n}\right)\right)$. The value $\beta_{3}^{n}$ is the intercept of the horizontal axis and line joining $\left(\beta_{1}^{n}, f\left(\beta_{1}^{n}\right)\right)$ and ( $\beta_{2}^{n}, f\left(\beta_{2}^{n}\right)$ ), and so on. We can observe that the sequence $\left\{\beta_{i}^{n}\right\}_{i=0}^{\infty}$ converges to the root $\beta^{n}$ of $f(\beta)$, i.e., $f\left(\beta^{n}\right)=0$.

We use a stopping condition in the Secant method based on the consecutive difference, $\left|f\left(\beta_{k}^{n}\right)-f\left(\beta_{k-1}^{n}\right)\right|<t o l$, where tol is a given tolerance. If that stopping condition is satisfied, then we let $\beta^{n}=\beta_{k}^{n}$. Finally, we obtain the updated numerical solution $\phi_{i j}^{n+1}$ from Eq. (16) using $\beta^{n}$.

We also numerically solve Eqs. (5) and (6) using operator splitting method: In both equations, the diffusion term is solved first by the implicit Euler method, and then the reaction term is calculated directly using the closed-form solution as in the previous research [25].
$\frac{\phi_{i j}^{n+1,1}-\phi_{i j}^{n}}{\Delta t}=\Delta_{d} \phi_{i j}^{n+1,1}$,
$\phi_{i j}^{n+1,2}=0.5-\frac{1-2 \phi_{i j}^{n+1,1}}{2 \sqrt{\left(1-2 \phi_{i j}^{n+1,1}\right)^{2}+4 \phi_{i j}^{n+1,1}\left(1-\phi_{i j}^{n+1,1}\right) e^{-\frac{\Delta t}{2 \epsilon^{2}}}} .}$


Fig. 4. Double-well free energy density function, $F(\phi)=0.25\left(\phi^{2}-1\right)^{2}$ which has the global minimum value at $\phi=-1$ and $\phi=1$.

After that, we solve the mass conservation term for Eq. (5) as Eq. (22)
$\frac{\phi_{i j}^{n+1}-\phi_{i j}^{n+1,2}}{\Delta t}=\beta^{n+1,2}$,
where $\beta^{n+1,2}=\frac{1}{\Delta t} \sum_{i=1}^{N_{x}} \sum_{j=1}^{N_{y}}\left(\phi_{i j}^{0}-\phi_{i j}^{n+1,2}\right)$, and for Eq. (6) as Eq. (23)
$\frac{\phi_{i j}^{n+1}-\phi_{i j}^{n+1,2}}{\Delta t}=\beta^{n+1,2} \sqrt{2 F\left(\phi_{i j}^{n+1,2}\right)}$,
where $\beta^{n+1,2}=\frac{1}{\Delta t} \sum_{i=1}^{N_{x}} \sum_{j=1}^{N_{y}}\left(\phi_{i j}^{0}-\phi_{i j}^{n+1,2}\right) / \sum_{i=1}^{N_{x}} \sum_{j=1}^{N_{y}} \sqrt{2 F\left(\phi_{i j}^{n+1,2}\right)}$.
Theorem 1. The proposed numerical method (10)-(14) for the CAC model (2) satisfies the discrete maximum principle.

Proof. We note that $0 \leq \phi_{i j}^{n+1} \leq 1$ is always satisfied if $0 \leq \phi_{i j}^{n+1,3} \leq 1$ for any $\beta^{n} \geq 0$ by the definition Eq. (16). This fact is the key element in the following proof.

Let us assume $0 \leq \phi_{i j}^{n} \leq 1$ and we want to show $0 \leq \phi_{i j}^{n+1} \leq 1$, which implies the proposed method satisfies the discrete maximum principle. In the first step, it is well known that the fully implicit Euler schemes (Eqs. (11) and (12)) satisfy the discrete maximum principle, therefore, $0 \leq \phi_{i j}^{n+1,1} \leq 1$ and $0 \leq \phi_{i j}^{n+1,2} \leq 1$ hold. In the second step, $\phi_{i j}^{n+1,3}$ in Eq. (13) is bounded by 0 and 1 for $i=1, \ldots, N_{x}$ and $j=1, \ldots, N_{y}$, i.e., $0 \leq \phi_{i j}^{n+1,3} \leq 1$. In the third step, because of the non-negativity of $\beta^{n}$ and $0 \leq \phi_{i j}^{n+1,3} \leq 1$, therefore, $0 \leq \phi_{i j}^{n+1} \leq 1$ is satisfied. Hence, the proof of the discrete maximum principle of the proposed method is complete. In addition, this result holds for arbitrary time step sizes. Therefore, the proposed numerical method is unconditionally stable.

We note that there is another popular quartic polynomial free energy function, $F(\phi)=0.25\left(\phi^{2}-1\right)^{2}$, which is frequently used in literature. It has minimum at $\phi=-1$ and $\phi=1$. If this free energy potential is used, then the governing CAC equation becomes

$$
\begin{align*}
\frac{\partial \phi(\mathbf{x}, t)}{\partial t}= & -\frac{F^{\prime}(\phi(\mathbf{x}, t))}{\epsilon^{2}}+\Delta \phi(\mathbf{x}, t) \\
& +\alpha\left[\left(\frac{\phi(\mathbf{x}, t)+1}{2}\right)^{\beta(t)}-\left(\frac{\phi(\mathbf{x}, t)+1}{2}\right)\right] \tag{24}
\end{align*}
$$

We briefly present the maximum principle preserving and unconditionally stable numerical method for the proposed CAC equation with another quartic polynomial free energy function, $F(\phi)=\left(\phi^{2}-1\right)^{2} / 4$, see Fig. 4.

Using the operator splitting technique, we split Eq. (24) as follows:
$\frac{\partial \phi(\mathbf{x}, t)}{\partial t}=\Delta \phi(\mathbf{x}, t)$,
$\frac{\partial \phi(\mathbf{x}, t)}{\partial t}=-\frac{F^{\prime}(\phi(\mathbf{x}, t))}{\epsilon^{2}}$,
$\frac{\partial \phi(\mathbf{x}, t)}{\partial t}=\alpha\left[\left(\frac{\phi(\mathbf{x}, t)+1}{2}\right)^{\beta(t)}-\left(\frac{\phi(\mathbf{x}, t)+1}{2}\right)\right]$.


Fig. 5. Schematic illustration of $(0.5 \phi(\mathbf{x}, t)+0.5)^{\beta(t)}$ against $\phi$. In practice, the value of $\beta(t)$ is very close to 1 .

For given $\phi_{i j}^{n}$ for $i=1, \ldots, N_{x}$ and $j=1, \ldots, N_{y}$, we apply the operator splitting method for the space derivatives in Eq. (25). We use FDM for the $x$ - and $y$-directional terms:
$\frac{\phi_{i j}^{n+1,1}-\phi_{i j}^{n}}{\Delta t}=\Delta_{d}^{x} \phi_{i j}^{n+1,1}$ and $\frac{\phi_{i j}^{n+1,2}-\phi_{i j}^{n+1,1}}{\Delta t}=\Delta_{d}^{y} \phi_{i j}^{n+1,2}$,
where we use the homogeneous Neumann boundary condition. Second, we analytically solve Eq. (26) using separation of variables [39]:
$\phi_{i j}^{n+1,3}=\frac{\phi_{i j}^{n+1,2}}{\sqrt{\left(\phi_{i j}^{n+1,2}\right)^{2}+\left(1-\left(\phi_{i j}^{n+1,2}\right)^{2}\right) e^{-\frac{2 \Delta t}{\epsilon^{2}}}}}$.
Finally, we solve Eq. (27) using an explicit Euler-type method:
$\frac{\phi_{i j}^{n+1}-\phi_{i j}^{n+1,3}}{\Delta t}=\alpha\left[\left(\frac{\phi_{i j}^{n+1,3}+1}{2}\right)^{\beta^{n}}-\left(\frac{\phi_{i j}^{n+1,3}+1}{2}\right)\right]$,
where $\beta^{n}$ is chosen to satisfy the conservation of the total mass, i.e.,
$\sum_{i=1}^{N_{x}} \sum_{j=1}^{N_{y}} \phi_{i j}^{n+1}=\sum_{i=1}^{N_{x}} \sum_{j=1}^{N_{y}} \phi_{i j}^{0}$.
To find $\beta^{n}$, we rewrite Eq. (30) as
$\frac{\left(\phi_{i j}^{n+1}+1\right) / 2-\left(\phi_{i j}^{n+1,3}+1\right) / 2}{\Delta t / 2}=\alpha\left[\left(\frac{\phi_{i j}^{n+1,3}+1}{2}\right)^{\beta^{n}}-\left(\frac{\phi_{i j}^{n+1,3}+1}{2}\right)\right]$
and let $\alpha=2 / \Delta t$, then Eq. (32) becomes
$\frac{\phi_{i j}^{n+1}+1}{2}=\left(\frac{\phi_{i j}^{n+1,3}+1}{2}\right)^{\beta^{n}}$.
From Eqs. (31) and (33), we have
$\sum_{i=1}^{N_{x}} \sum_{j=1}^{N_{y}}\left(\frac{\phi_{i j}^{n+1,3}+1}{2}\right)^{\beta^{n}}=\sum_{i=1}^{N_{x}} \sum_{j=1}^{N_{y}} \frac{\phi_{i j}^{0}+1}{2}$.
We solve Eq. (34) using the Secant method and Fig. 5 shows schematic illustration of $(0.5 \phi(\mathbf{x}, t)+0.5)^{\beta(t)}$ against $\phi$.

Finally, we obtain the updated numerical solution $\phi_{i j}^{n+1}$ from Eq. (33) with $\beta^{n}$, i.e.,
$\phi_{i j}^{n+1}=2\left(\frac{\phi_{i j}^{n+1,3}+1}{2}\right)^{\beta^{n}}-1$.
Furthermore, we consider the case of the CAC equation with logarithmic Flory-Huggins potential energy function (36),
$F(\phi)=\frac{\theta}{2}[(1+\phi) \ln (1+\phi)+(1-\phi) \ln (1-\phi)]-\frac{\theta_{c}}{2} \phi^{2}$,
where $\theta$ and $\theta_{c}$ are two positive constants satisfying $\theta \leq \theta_{c}$ [46]. If this logarithmic potential energy is used, then the governing CAC equation
becomes

$$
\begin{align*}
\frac{\partial \phi(\mathbf{x}, t)}{\partial t}= & -\frac{F^{\prime}(\phi(\mathbf{x}, t))}{\epsilon^{2}}+\Delta \phi(\mathbf{x}, t) \\
& +\alpha\left[\left(\frac{\phi(\mathbf{x}, t)-\phi_{\alpha}}{\phi_{\beta}-\phi_{\alpha}}\right)^{\gamma(t)}-\left(\frac{\phi(\mathbf{x}, t)-\phi_{\alpha}}{\phi_{\beta}-\phi_{\alpha}}\right)\right], \tag{37}
\end{align*}
$$

where $\phi_{\alpha}$ and $\phi_{\beta}$ are the two critical values of $F(\phi)$ defined in Eq. (36) [47]. Using the operator splitting technique, we split Eq. (37) as
$\frac{\partial \phi(\mathbf{x}, t)}{\partial t}=\Delta \phi(\mathbf{x}, t)$,
$\frac{\partial \phi(\mathbf{x}, t)}{\partial t}=-\frac{F^{\prime}(\phi(\mathbf{x}, t))}{\epsilon^{2}}$,
$\frac{\partial \phi(\mathbf{x}, t)}{\partial t}=\alpha\left[\left(\frac{\phi(\mathbf{x}, t)-\phi_{\alpha}}{\phi_{\beta}-\phi_{\alpha}}\right)^{\gamma(t)}-\left(\frac{\phi(\mathbf{x}, t)-\phi_{\alpha}}{\phi_{\beta}-\phi_{\alpha}}\right)\right]$.
Eq. (38) can be solved similarly to the previous method (28) and (39) can be solved using the interpolation method [47]. Then, we solve Eq. (40) using the explicit Euler-type method:
$\frac{\phi_{i j}^{n+1}-\phi_{i j}^{n+1,3}}{\Delta t}=\alpha\left[\left(\frac{\phi_{i j}^{n+1,3}-\phi_{\alpha}}{\phi_{\beta}-\phi_{\alpha}}\right)^{\gamma^{n}}-\left(\frac{\phi_{i j}^{n+1,3}-\phi_{\alpha}}{\phi_{\beta}-\phi_{\alpha}}\right)\right]$,
where $\gamma^{n}$ is chosen to satisfy the conservation of the total mass $\sum_{i=1}^{N_{x}} \sum_{j=1}^{N_{y}} \phi_{i j}^{n+1}=\sum_{i=1}^{N_{x}} \sum_{j=1}^{N_{y}} \phi_{i j}^{0}$. To find $\gamma^{n}$, we rewrite Eq. (41):

$$
\begin{array}{r}
\frac{\left(\phi_{i j}^{n+1}-\phi_{\alpha}\right) /\left(\phi_{\beta}-\phi_{\alpha}\right)-\left(\phi_{i j}^{n+1,3}-\phi_{\alpha}\right) /\left(\phi_{\beta}-\phi_{\alpha}\right)}{\Delta t /\left(\phi_{\beta}-\phi_{\alpha}\right)} \\
=\alpha\left[\left(\frac{\phi_{i j}^{n+1,3}-\phi_{\alpha}}{\phi_{\beta}-\phi_{\alpha}}\right)^{\gamma^{n}}-\left(\frac{\phi_{i j}^{n+1,3}-\phi_{\alpha}}{\phi_{\beta}-\phi_{\alpha}}\right)\right] \tag{42}
\end{array}
$$

and let $\alpha=\left(\phi_{\beta}-\phi_{\alpha}\right) / \Delta t$, then Eq. (42) becomes
$\frac{\phi_{i j}^{n+1}-\phi_{\alpha}}{\phi_{\beta}-\phi_{\alpha}}=\left(\frac{\phi_{i j}^{n+1,3}-\phi_{\alpha}}{\phi_{\beta}-\phi_{\alpha}}\right)^{\gamma^{n}}$.
Then, we have
$\sum_{i=1}^{N_{x}} \sum_{j=1}^{N_{y}}\left(\frac{\phi_{i j}^{n+1,3}-\phi_{\alpha}}{\phi_{\beta}-\phi_{\alpha}}\right)^{\gamma^{n}}=\sum_{i=1}^{N_{x}} \sum_{j=1}^{N_{y}} \frac{\phi_{i j}^{0}-\phi_{\alpha}}{\phi_{\beta}-\phi_{\alpha}}$.
We solve Eq. (44) using the Secant method. Finally, we obtain the updated numerical solution $\phi_{i j}^{n+1}$ from Eq. (43) with $\gamma^{n}$,
$\phi_{i j}^{n+1}=\left(\phi_{\beta}-\phi_{\alpha}\right)\left(\frac{\phi_{i j}^{n+1,3}-\phi_{\alpha}}{\phi_{\beta}-\phi_{\alpha}}\right)^{\gamma^{n}}+\phi_{\alpha}$.

## 3. Numerical results

In this section, we simulate the comparison of results with previous models in two and three dimensions, the evolution of the circles, and numerical experiments to verify that the maximal principle and unconditional stability are satisfied. We shall use the thickness of transition layer $\epsilon_{9.5} \approx 0.0089$ if not otherwise specified, which is defined as $\epsilon_{m}=h m /\left[4 \sqrt{2} \tanh ^{-1}(0.9)\right]$ [48] and the time step $\Delta t=1.0 \mathrm{e}-5$. We will denote the previous model1 (Eq. (5)) as PM1, the previous model2 (Eq. (6)) as PM2, and our proposed model (Eq. (2)) as PM3.

### 3.1. Comparison of three models

We perform the following numerical simulations to check the differences between PM1, PM2, and PM3. We use computational domain $\Omega=[0,1]^{2}$ and mesh grid $128^{2}$. We define the initial conditions (1)


Fig. 6. (a): Two different sizes square shape initial conditions. (b)-(d): The numerical results at steady state of PM1, PM2, and PM3, respectively.


Fig. 7. Change of interface over time of PM1 when it has a small object as an initia conditionl.
when $40 \leq i, j \leq 88$, the value of $\phi_{i j}$ is 1 , (2) when $56 \leq i, j \leq 72$, the value of $\phi_{i j}$ is 1 , and otherwise the value of $\phi_{i j}$ is 0 (see Fig. 6(a)).

Figs. 6(b), (c), and (d) show the steady state simulation results of PM1, PM2, and PM3 with two different sizes square shape initial conditions, respectively. We define steady state as a discrete $l_{2}$ norm (difference of $\phi^{n}$ and $\phi^{n+1}$ ) becomes less than $t o l=1.0 \mathrm{e}-6$ which is a given tolerance. As shown in the top row numerical results of Fig. 6, when the initial shape is large enough, all three models work well. On the other hand, we obtain the results that the objects stay as shown in the bottom row of Fig. 6(c) and (d), which are results of PM2 and PM3, respectively. That is, when the object is small, in the case of PM1, the object disappears (see the bottom row of Fig. 6(b)). The reason why the small objects disappear is that in the case of PM1, a constant value is equally corrected over the entire area to conserve the mass, while PM2 and PM3 perform correction only around the interface, therefore, the phenomenon appears differently. Fig. 7 shows the change of the interface of PM1 over time when it has a small object as initial condition.

Fig. 8(a) and 9(a) show the maximum and minimum values of each model according to iteration for the different size of the initial object. It should be noted that the value of $\phi$ is 0.009 for PM1, however, the values are 0.0 for PM2 and PM3. In addition, it can be seen that the

PM1 does not satisfy the maximum principle. The reason is that the PM1 corrects the mass in the entire computational domain, but the PM2 and the PM3 are correct the mass only around the interface in Fig. 8(b) and Fig. 9(b).

From the results of Figs. 8 and 9, it can be seen that our proposed model PM3 satisfies the maximal principle and maintains its shape better than the PM1, especially when the initial object is small. There is a difference from the PM2 in the results of Figs. 8(b) and 9(b). This shows that the results of our proposed method are more accurate through the test of the radius, which changes with time when there are two initial circle shapes in the next Section 3.2.

Next, in Fig. 10, we show the numerical results of the two previous models and our proposed model when cubes of different sizes are used as initial shapes. The initial conditions are (1) when $40 \leq i, j, k \leq 88$, the value of $\phi_{i j k}$ is 1 , (2) when $52 \leq i, j, k \leq 76$, the value of $\phi_{i j k}$ is 1 , and otherwise the value of $\phi_{i j k}$ is 0 , as shown in Fig. 10(a) for the isosurface $\phi=0.5$ on $\Omega=[0,1]^{3}$ with $h=1 / 128$. We use $\Delta t=1.0 \mathrm{e}-5$. Figs. 10(b), (c), and (d) show the results at steady state of PM1, PM2, and PM3, respectively. It can be seen that the 3D results are similar to the two-dimensional results.

In Fig. 11, we compare the cross-sections of the 3D numerical results of each model seen in Fig. 10. As with the 2D simulation results, it can be seen that the PM1 does not satisfy the maximum principle when the initial shape is large (Fig. 11(a)). Also, the PM1 could not maintain its shape compared with the PM2 and PM3 for a small initial shape (Fig. 11(b)).

As shown in Fig. 11, it can be seen that the PM2 satisfies the maximum principle but preserves the shape more than the PM3 when evolution proceeds to a steady state regardless of the initial shape size. In the next Section 3.2, we check the analytic radii of two circles over time to demonstrate our proposed method is more accurate.

### 3.2. Evolution of circles

The authors [49] computed the respective evolution laws for the interfaces explicitly in the radial case. When $m$ circles(spheres) with radii $r_{i}$ for $i=1,2, \ldots, m$ and $r_{j}<r_{j+1}$ for $j=1,2, \ldots, m-1$ in $n$ dimensional space, the change in radii with time can be computed by the following equation
$\frac{\mathrm{d} r_{i}}{\mathrm{~d} t}=(n-1)\left(\frac{\sum_{k=1}^{m} r_{k}^{n-2}}{\sum_{k=1}^{m} r_{k}^{n-1}}-\frac{1}{r_{i}}\right), i=1,2, \ldots, m$.

 large initial shapes.

 small initial shapes.


Fig. 10. (a): Initial cube shapes with different sizes. (b)-(d): The numerical results at steady state of PM1, PM2, and PM3, respectively.


Fig. 11. Interface comparison of numerical results of each model at initial and final time with (a) large, and (b) small initial shapes.


(e)


We take initial condition as two circle shapes with radii $r$ and $R$ (here, $r<R$ ) in two-dimensional space and measure the change in radii over time. From Eq. (46),
$\frac{\mathrm{d} r}{\mathrm{~d} t}=\frac{2}{r+R}-\frac{1}{r}, \quad \frac{\mathrm{~d} R}{\mathrm{~d} t}=\frac{2}{r+R}-\frac{1}{R}$.
Using Eq. (47), we can obtain $t_{f}$ which is the time when the small circle disappears [22]:
$t_{f}=-0.5 r_{0} R_{0}+0.25\left(r_{0}^{2}+R_{0}^{2}\right) \ln \left(1+\frac{2 r_{0} R_{0}}{\left(R_{0}-r_{0}\right)^{2}}\right)$,
where $r_{0}$ and $R_{0}$ are the initial radii of circles. We set the $r_{0}=0.1$, $R_{0}=0.15, \Delta t=1.1264 e-4, \Omega=[0.1]^{2}$ with $128 \times 128$ mesh grid. Then, from Eq. (48), we obtain the $t_{f}=0.0133$. We numerically solve Eq. (46) using the 4th order RK method [45] to get the reference solution of radii ( $r$ and $R$ ).

Fig. 12 shows that PM3's results predict well the radii $r$ and $R$ along the analytic solution line. The results of PM1 do not match the analytic solution. It is because the Lagrangian multiplier acts on the entire interface. Therefore, most of the mass diffuses into the bulk phase. The results of the PM2 show that the shape of a small circle is more preserved compared to the analytic solution line.

### 3.3. Satisfying maximum principle and unconditional stability

In this section, we perform a numerical experiment to show that our proposed scheme has practically unconditional stability. We use random initial condition which has perturbation around 0.5 in Fig. 13(a):
$\phi(x, y, 0)=0.5+0.02 \operatorname{rand}(x, y)$,
here, $\operatorname{rand}(x, y)$ is a random number in $[-1,1]$. To show unconditional stability, we use different $\Delta t$ as $0.01 h^{2}, h^{2}, 10 h^{2}$, and $100 h^{2}$ on $\Omega=[0,1]^{2}$ with uniform mesh $128^{2}$.

Figs. 13(b), (c), and (d) demonstrate that the proposed method is unconditionally stable. To get an accurate numerical approximation, the value of $\Delta t$ is usually used less than $0.1 h^{2}$. Otherwise, the numerical results can lead to large discretization errors. Therefore, we can use over 1,000 times larger time step than $\Delta t=0.01 h^{2}$, which indicates that our proposed method is unconditionally stable. In addition, the diffusion and reaction terms in the proposed algorithm was theoretically proved unconditionally stable in [43]. The term for mass conservation is also unconditionally stable by construction of the procedure, therefore, the entire step is unconditionally stable. Furthermore, it can be confirmed

 versus time $t$. (j) The change in mass over time for $\Delta t=h^{2}$. The mass is defined as mass $(\mathrm{t}) /$ mass $(1)$, i.e., ( j ) is drawn by dividing the mass at each time by the initial mass.
that the maximum and minimum values with arbitrary $\Delta t$ do not exceed 0 and 1 as shown in Fig. 13(e). Therefore, our proposed scheme has unconditional stability and satisfies the maximum principle.

## 4. Conclusions

In this paper, we presented a maximum principle preserving and unconditionally stable numerical method for the CAC equation. There have been many research works for the numerical methods for the CAC equation. To conserve the total mass, many methods introduced Lagrange multipliers which are added to the Allen-Cahn equation. Therefore, some of the methods do not preserve the maximum principle, i.e., it is possible to have values greater than one. In this paper, we proposed a new time-dependent Lagrange multiplier which is a power exponent to the concentration so that the maximum principle strictly holds. We described the proposed numerical algorithm in detail and presented several computational tests to demonstrate the superior performance of the scheme.
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