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## H I G H L I G H T S

- Fast and accurate adaptive finite difference method is developed.
- The algorithm implementation is very simple.
- The proposed method can straightforwardly be extended to three-dimensional space.
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#### Abstract

We propose a fast and accurate adaptive numerical method for solving a phase-field model for dendritic growth. The phase-field model for dendritic growth consists of two equations. One is for capturing the interface between solid and melt. The other is for the temperature distribution. For the phase-field equation, we apply a hybrid explicit method on a time-dependent narrow-band domain, which is defined using the phase-field function. For the temperature equation, we apply the explicit Euler method on the whole computational domain. The novelties of the proposed numerical algorithm are that it is very simple and that it does not require the conventional complex adaptive data structures. Our numerical simulation results are consistent with previous results. Furthermore, the computational time required (CPU time) is shorter.
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## 1. Introduction

The dendritic growth of crystals can be observed in nature. Many theories have been proposed to understand dendritic growth kinetics and have been compared with experimental observations [1]. Computer simulations of crystal growth processes are important in many technological applications [2]. The phase-field method is one of the most powerful and popular computational

[^0]methods for modeling and simulating crystal growth from supersaturated solutions [3,4]. The convective effects on free dendritic crystal growth in a supercooled melt in two dimensions [5-10] (Fig. 1(a)) and three dimensions [11-13] (Fig. 1(b)) have been investigated using the phase-field method.

Mullis [14] studied the effects of the thermal conductivity on the side-branching characteristics of dendrites and found that high conductivity in the solid resulted in extensive side-branching. Demange et al. [15] reported simulations of snow crystal growth in three dimensions using a modified phase-field model. The simulated snowflakes showed excellent agreement with the experimental observations. Ode et al. [16] derived a phase-field model


Fig. 1. Dendritic crystal growth with velocity in (a) two dimensions (reprinted from [6] with permission from the American Physical Society) and (b) three dimensions (reprinted from [11] with permission from Elsevier Science).


Fig. 2. The growth of eight crystals with different fold numbers and orientations. Source: Reprinted from [17] with permission from Elsevier Science.
for ternary alloy systems and simulated dendrite growth for $\mathrm{Fe}-$ C-P alloys. Using the vector-valued Allen-Cahn equation, Lee and Kim [17] simulated the growth of multiple crystals with different orientation angles and fold numbers (see Fig. 2). For an extensive review of dendritic growth during solidification, see a recent review paper [18].

One of the distinguishing features of simulating dendritic growth is that it involves multi-scale phenomena. It starts from a small seed and a thin interfacial transition layer develops later. Therefore, it is essential to use an adaptive mesh to compute largescale and long-time simulations. There have been many research works on mesh adaptivity for dendritic growth simulations. Adaptive refinement on a finite element mesh was presented in [19]. The authors in [20] used an adaptive finite-difference algorithm for the computation of dendritic growth using a phase-field model. An adaptive finite volume method was presented for two-dimensional dendritic growth in a forced flow in [9] and for three-dimensional growth [21]. The adaptive mesh refinement (AMR) technique was used in [22]. In [23], directional solidification was simulated using an adaptive finite element method, in which the isoparametric quadrilateral element was used. The morphological instability and facet formation during the directional solidification of SiGe alloys were simulated using an adaptive phase-field model in [24]. Moreover, adaptive phase-field modeling was applied to simulate the directional solidification of silicon in three-dimensional space in [25]. In [26], the authors used AMR, implicit time stepping, a nonlinear multigrid solver, and parallel computations to simulate three-dimensional binary alloy solidification. Recently, a numerical method combining AMR and parallel computing was developed to simulate dendrite growth using a phase-field-lattice

Boltzmann method [27]. However, most existing adaptive mesh techniques for dendritic growth simulations are complex and not easy to implement unless one is familiar with each specific methodology. For example, Fig. 3 shows snapshots of the threedimensional evolution of crystal growth including the complex bounding boxes using AMR [22]. Therefore, the aim of this study is to develop a simpler adaptive numerical scheme, which is also fast and accurate, for solving phase-field models for dendritic growth.

This paper is organized as follows. In Section 2, we present a phase-field model for dendritic growth. In Section 3, we describe the proposed numerical algorithm. To demonstrate the performance of the proposed numerical scheme, we present several computational results of dendritic growth in Section 4. In Section 5 , conclusions are drawn.

## 2. Phase-field model

We consider the dendritic growth of a pure substance from its supercooled melt in two- and three-dimensional spaces. In our phase-field model, we use an order parameter $\phi(\mathbf{x}, t)$ that is -1 in the liquid phase and 1 in the solid phase. Here, $\mathbf{x}$ and $t$ denote the spatial position in the $\Omega$ domain and time, respectively. The interface of the crystal is defined by the zero-level set, i.e., $\Gamma=$ $\{\mathbf{x} \in \Omega \mid \phi(\mathbf{x}, t)=0\}$. The governing equations in two-dimensional space are given as

$$
\begin{align*}
\epsilon^{2}(\phi) \frac{\partial \phi}{\partial t}= & \nabla \cdot\left(\epsilon^{2}(\phi) \nabla \phi\right)+\left[\phi-\lambda U\left(1-\phi^{2}\right)\right]\left(1-\phi^{2}\right)  \tag{1}\\
& +\left(|\nabla \phi|^{2} \epsilon(\phi) \frac{\partial \epsilon(\phi)}{\partial \phi_{x}}\right)_{x}+\left(|\nabla \phi|^{2} \epsilon(\phi) \frac{\partial \epsilon(\phi)}{\partial \phi_{y}}\right)_{y} \\
\frac{\partial U}{\partial t}= & D \Delta U+\frac{1}{2} \frac{\partial \phi}{\partial t}, \quad \text { for } \mathbf{x} \in \Omega, \quad t>0 \tag{2}
\end{align*}
$$

where $W_{0}$ is a measure of the interface width [3] and $\epsilon(\phi)$ is the anisotropic function. The four-fold symmetry is defined as

$$
\begin{equation*}
\epsilon(\phi)=W_{0}\left[\left(1-3 \delta_{4}\right)+4 \delta_{4}\left(\phi_{x}^{4}+\phi_{y}^{4}\right) /|\nabla \phi|^{4}\right] \tag{3}
\end{equation*}
$$

where $\delta_{4}$ is the anisotropic strength, $\phi_{x}=\partial \phi / \partial x$, and $\phi_{y}=$ $\partial \phi / \partial y$. Additionally, $\lambda$ is the dimensionless coupling parameter and $U(\mathbf{x}, t)$ is the dimensionless temperature field. The threedimensional model will be described in Section 4.6. More details about phase-field modeling for dendritic growth and its parameters can be found in [28].

## 3. Numerical solution

In this section, we present an adaptive explicit hybrid numerical scheme for Eqs. (1) and (2) in detail. Let $\Omega=(a, b) \times(c, d)$ be the spatial domain for computation and $h=(b-a) / N_{x}=(d-c) / N_{y}$ be


Fig. 3. Snapshots of the three-dimensional evolution of crystal growth including the bounding boxes using adaptive mesh refinement. Source: Reprinted from [22] with permission from Elsevier Science.
the uniform spacing, where $N_{x}$ and $N_{y}$ are positive integers. Then, we define the discrete domain as $\Omega_{h}=\left\{\left(x_{i}, y_{j}\right) \mid x_{i}=a+i h, y_{j}=\right.$ $c+j h$ for $\left.0 \leq i \leq N_{x}, 0 \leq j \leq N_{y}\right\}$. Let $\phi_{i j}^{n}$ and $U_{i j}^{n}$ be the numerical approximations of $\phi\left(x_{i}, y_{j}, n \Delta t\right)$ and $U\left(x_{i}, y_{j}, n \Delta t\right)$, respectively. Here, the time step is given as $\Delta t=T / N_{t}$, where $T$ is the final time and $N_{t}$ is the number of time steps. In the proposed numerical algorithm, we only treat the numerical solution of Eq. (1) in a discrete narrow-band domain $\Omega_{\mathrm{nb}}$, not in the whole discrete domain $\Omega_{h}$. To illustrate how to define this narrow-band domain, let us consider a circular crystal shape with a radius of 30 , i.e.,
$\phi_{i j}=\tanh \frac{30-\sqrt{x_{i}^{2}+y_{j}^{2}}}{\sqrt{2}}$,
as shown in Fig. 4(a). Then, we define a temporary narrow domain as $\Omega_{\mathrm{tmp}}=\left\{\left(x_{i}, y_{j}\right)| | \phi_{i j} \mid \leq \gamma, 0 \leq i \leq N_{x}, 0 \leq j \leq N_{y}\right\}$. This temporary narrow domain $\Omega_{\mathrm{tmp}}$ is illustrated in Fig. 4(b) with $\gamma=0.99$. In this figure, the contour line is the zero-level set of $\phi$. Alternatively, the temporary narrow domain can be defined by the gradient of the phase-field variable; that is, $|\nabla \phi|>\xi$, where $\xi$ is a threshold. Then, we can extend the temporary narrow domain with buffer points $m$ to

$$
\begin{equation*}
\Omega_{\mathrm{nb}} \cup \partial \Omega_{\mathrm{nb}}=\bigcup_{p=-m}^{p=m} \bigcup_{q=-m}^{q=m}\left\{\left(x_{i+p}, y_{j+q}\right) \mid\left(x_{i}, y_{j}\right) \in \Omega_{\mathrm{tmp}}\right\} \tag{5}
\end{equation*}
$$

In Fig. 4(c), we can see the extended narrow-band domain, $\Omega_{\mathrm{nb}}$ (open circles) and its boundary points, $\partial \Omega_{\mathrm{nb}}$ (filled circles) with $m=2$.

In this paper, unless otherwise specified, we will use $\gamma=$ 0.99 and $m=2$, which are large enough for obtaining accurate numerical results. In Section 4.3, we will investigate the effects of changing the $m$ and $\gamma$ values. Now, we use the following operatorsplitting scheme [29] to solve Eq. (1):

$$
\begin{align*}
\epsilon^{2}(\phi) \frac{\partial \phi}{\partial t}= & \nabla \cdot\left(\epsilon^{2}(\phi) \nabla \phi\right)-\lambda U\left(1-\phi^{2}\right)^{2}  \tag{6}\\
& +\left(|\nabla \phi|^{2} \epsilon(\phi) \frac{\partial \epsilon(\phi)}{\partial \phi_{x}}\right)_{x}+\left(|\nabla \phi|^{2} \epsilon(\phi) \frac{\partial \epsilon(\phi)}{\partial \phi_{y}}\right)_{y}, \\
\epsilon^{2}(\phi) \frac{\partial \phi}{\partial t}= & \phi\left(1-\phi^{2}\right) . \tag{7}
\end{align*}
$$

First, we solve Eq. (6) in the narrow-band domain, $\Omega_{\mathrm{nb}}$, by using the explicit Euler method:
$\epsilon^{2}\left(\phi_{i j}^{n}\right) \frac{\phi_{i j}^{*}-\phi_{i j}^{n}}{\Delta t}=\left[\nabla \cdot\left(\epsilon^{2}(\phi) \nabla \phi\right)\right]_{i j}^{n}-\lambda U_{i j}^{n}\left(1-\left(\phi_{i j}^{n}\right)^{2}\right)^{2}$

$$
\begin{aligned}
& +\left[\left(\frac{16 \delta_{4} \epsilon(\phi) \phi_{x}\left(\phi_{x}^{2} \phi_{y}^{2}-\phi_{y}^{4}\right)}{|\nabla \phi|^{4}}\right)_{x}\right]_{i j}^{n} \\
& +\left[\left(\frac{16 \delta_{4} \epsilon(\phi) \phi_{y}\left(\phi_{x}^{2} \phi_{y}^{2}-\phi_{x}^{4}\right)}{|\nabla \phi|^{4}}\right)_{y}\right]_{i j}^{n},
\end{aligned}
$$

where

$$
\begin{aligned}
& {\left[\nabla \cdot\left(\epsilon^{2}(\phi) \nabla \phi\right)\right]_{i j}} \\
& \quad=\frac{\epsilon^{2}\left(\phi_{i+1, j}\right)+\epsilon^{2}\left(\phi_{i j}\right)}{2 h^{2}}\left(\phi_{i+1, j}-\phi_{i j}\right) \\
& -\frac{\epsilon^{2}\left(\phi_{i j}\right)+\epsilon^{2}\left(\phi_{i-1, j}\right)}{2 h^{2}}\left(\phi_{i j}-\phi_{i-1, j}\right) \\
& +\frac{\epsilon^{2}\left(\phi_{i, j+1}\right)+\epsilon^{2}\left(\phi_{i j}\right)}{2 h^{2}}\left(\phi_{i, j+1}-\phi_{i j}\right) \\
& -\frac{\epsilon^{2}\left(\phi_{i j}\right)+\epsilon^{2}\left(\phi_{i, j-1}\right)}{2 h^{2}}\left(\phi_{i j}-\phi_{i, j-1}\right) .
\end{aligned}
$$

For the last two terms in Eq. (8), we apply a centered finite difference scheme as stated above. When necessary, we use the values on the boundary points, $\partial \Omega_{\mathrm{nb}}$. Because Eq. (7) is an ordinary differential equation, we can solve it analytically; the closed-form solution is given as
$\phi_{i j}^{n+1}=\phi_{i j}^{*} / \sqrt{e^{-\frac{2 \Delta t}{\epsilon^{2}\left(\phi_{i j}^{n}\right)}}+\left(\phi_{i j}^{*}\right)^{2}\left(1-e^{-\frac{2 \Delta t}{\epsilon^{2}\left(\phi_{i j}^{n}\right)}}\right)}$.
Next, we use the explicit Euler method on the whole domain, $\Omega_{h}$ for Eq. (2):
$\frac{U_{i j}^{n+1}-U_{i j}^{n}}{\Delta t}=D \Delta_{h} U_{i j}^{n}+\frac{\phi_{i j}^{n+1}-\phi_{i j}^{n}}{2 \Delta t}$,
where we used the standard five point stencil for the discrete Laplacian operator, i.e., $\Delta_{h} U_{i j}=\left(U_{i-1, j}+U_{i+1, j}-4 U_{i j}+U_{i, j-1}+\right.$ $\left.U_{i, j+1}\right) / h^{2}$.

## 4. Numerical experiments

Unless otherwise stated, we use the following initial conditions:
$\phi(x, y, 0)=\tanh \left(\frac{R_{0}-\sqrt{x^{2}+y^{2}}}{\sqrt{2}}\right)$,
$U(x, y, 0)= \begin{cases}0 & \text { if } \phi>0, \\ \Delta & \text { otherwise }\end{cases}$


Fig. 4. (a) Phase-field function, which is defined as $\phi_{i j}=\tanh \left(\left(30-\sqrt{x_{i}^{2}+y_{j}^{2}}\right) / \sqrt{2}\right.$ ). (b) Temporary domain, $\Omega_{\mathrm{tmp}}$ (open circles). (c) Narrow-band domain, $\Omega_{\mathrm{nb}}$ (open circles), and its boundary points, $\partial \Omega_{\mathrm{nb}}$ (filled circles). The contour line is the zero-level set of the phase-field function, $\phi(x, y)$.
with Dirichlet boundary conditions, i.e., $\phi(x, y, t)=-1$ and $U(x, y, t)=\Delta$ on $\partial \Omega$ for all $t$. Here, $R_{0}$ is the initial radius. and $\Delta$ is the undercooling parameter. The coupling parameter is given as $\lambda=D / 0.6267$ [3]. All the programs are executed on a standard desktop PC with an Intel 3.2 GHz CPU.

### 4.1. Temporal evolution on narrow-band domain

As our first numerical experiment, we perform a standard dendritic growth simulation to see the temporal evolution of the interface and their corresponding narrow-band domains. Fig. 5(a) shows the temporal evolution of the dendritic interface until time $T=10000 \Delta t$. Here, we take an initial radius $R_{0}=5$ in Eq. (11), $\Delta=-0.55$ in Eq. (12), $\delta_{4}=0.05, D=2, N_{x}=N_{y}=300$, $h=0.8$, and $\Delta t=0.1 h^{2}$ on the computational domain $\Omega=$ $(-120,120) \times(-120,120)$. Fig. 5(b)-(d) represent their corresponding narrow domain at times $t=0,5000 \Delta t$, and $10000 \Delta t$, respectively. In these figures, we can see the temporally moving narrow-band domain according to the interface location of the phase-field function.

### 4.2. Dimensionless steady-state tip velocity

In this section, we demonstrate the accuracy of our proposed method by calculating the dimensionless steady-state tip velocities obtained from it. We then compare our results with those from [22, 28,29]. Here, we denote by $V_{\text {tip }}^{\mathrm{KR}}, V_{\text {tip }}^{\mathrm{LK}}, V_{\text {tip }}^{\mathrm{LK}}$, and $V_{\text {tip }}^{\mathrm{GF}}$ the results from Karma and Rappel [28], Li et al. [29], Li and Kim [22], and Green's function calculations, respectively.

For comparison with [22,28,29], we carry out the numerical simulations with $h=0.4, \Delta t=0.15, R_{0}=3.462$, and $W_{0}=1$ on the computational domain $\Omega=(-200,200)^{2}$. Furthermore, we use a quadratic polynomial approximation for the steady-state velocity. Because of the symmetric shape of crystals, we only describe

Table 1
Comparison of the dimensionless steady-state tip velocities calculated using the proposed scheme $\left(V_{\text {tip }}=V \cdot d_{0} / D\right), V_{\text {tip }}^{\mathrm{LLK}}[29], V_{\text {tip }}^{\mathrm{KR}}[28], V_{\text {tip }}^{\mathrm{LK}}[22]$, and Green's function calculations $V_{\text {tip }}^{\mathrm{GF}}$ [28]. Here, $\delta_{4}=0.05$ is used.

| $\Delta$ | $D$ | $d_{0} / W_{0}$ | $V_{\text {tip }}^{\mathrm{LLK}}$ | $V_{\text {tip }}^{\mathrm{KR}}$ | $V_{\text {tip }}^{\mathrm{LK}}$ | $V_{\text {tip }}^{\mathrm{GF}}$ | $V_{\text {tip }}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| -0.55 | 2 | 0.277 | 0.0171 | 0.0168 | 0.0170 | 0.0170 | 0.0173 |
| -0.55 | 3 | 0.185 | 0.0174 | 0.0175 | 0.0172 | 0.0170 | 0.0170 |
| -0.50 | 3 | 0.185 | 0.0103 | 0.0101 | 0.0100 | 0.0099 | 0.0103 |

the procedure along $y$-axis. Let $y_{k}$ be the farthest position on the interface of the crystal away from the origin. Then, we can calculate the quadratic polynomial approximation $y=\alpha x^{2}+\beta x+\gamma$ passing through points $\left(x_{k-1}, y_{k-1}\right),\left(x_{k}, y_{k}\right)$, and $\left(x_{k+1}, y_{k+1}\right)$. Using this polynomial, we obtain the tip position $y_{*}$, which satisfies $y^{\prime}\left(x_{*}\right)=0$ and $y_{*}=\alpha x_{*}^{2}+\beta x_{*}+\gamma$. Using these tip positions, we can compute the crystal tip velocity. From the set of numerical results presented in Table 1, we can see that values obtained using our proposed numerical scheme are in good agreement with the results of the previous methods over the range of $\Delta, \delta_{4}$, and $d_{0} / W_{0}$ values, where $d_{0}$ is the capillary length [6].

### 4.3. Verification of the narrow-band domains $\Omega_{n b}$

Now, we investigate the effects of $\gamma$ and $m$ on the computational results. To do this, we calculate the dimensionless steady-state tip velocity of the crystal on various narrow-band domains. Here, we use the following parameters: $\delta_{4}=0.05, \Delta=-0.55, D=3$, $d_{0}=0.185, R_{0}=3.462, W_{0}=1, h=0.4$, and $\Delta t=0.2 h^{2} / D$ on the computational domain $\Omega=(-200,200)^{2}$.

Fig. 6 shows the obtained dimensionless steady-state tip velocities with respect to $\Omega_{\mathrm{nb}}$. Here, solid lines with $\bigcirc, \Delta$, and $\square$ markers denote the results calculated on the adaptive mesh $\Omega_{\mathrm{nb}}$ with $\gamma=$


Fig. 5. (a) Temporal evolution of the dendritic interface up to time $T=10000 \Delta t$. (b)-(d) Narrow domains $\Omega_{\mathrm{nb}}$ used at time $t=0,5000 \Delta t$, and $10000 \Delta t$, respectively. For better visualization, only a quarter of all points are plotted.


Fig. 6. Comparison of the dimensionless steady-state tip velocity $V_{\text {tip }}$ of crystal growth with respect to $m$ and $\gamma$.
$0.99,0.90$, and 0.85 , respectively. Additionally, for comparison, we add the result obtained on the full discrete domain $\Omega_{h}$ (see the solid line with $\star$ marker). As shown in Fig. 6, excessively small values of both $\gamma$ and $m$ do not generate good results because the band becomes too narrow. However, when using large enough $\gamma$ or $m$ values, the results in $\Omega_{\mathrm{nb}}$ are in good agreement with the ones in the full domain $\Omega_{h}$. Therefore, to obtain efficient and accurate numerical results, the choice of $\gamma=0.99$ and $m=2$ is appropriate.

### 4.4. Effects of parameters

In this section, we investigate the effects of certain parameters, such as $\delta_{4}, D$, and $\Delta$, on dendritic growth dynamics. For these tests,
we use the following parameters: $R_{0}=5, N_{x}=N_{y}=300, h=0.8$, $\Delta t=0.05 h^{2}$, and $T=10000 \Delta t$ on the computational domain $\Omega=(-120,120)^{2}$.

Fig. 7 shows the temporal evolutions of the dendritic interface until time $T=10000 \Delta t$ for different $\delta_{4}, D$, and $\Delta$ values. As shown in Fig. 7(a), increasing $\delta_{4}$, which is the strength of anisotropy, promotes more facets on the crystal. In this case, we use $\Delta=$ -0.55 and $D=2$. Moreover, when we use $\Delta=-0.55, \delta_{4}=0.05$, and various values of $D$, we obtain the numerical results shown in Fig. 7(b). Increasing the diffusion coefficient increases the heat transfer from the interface and results in the fast growth of the crystal. Lastly, we can see the effects of $\Delta$ in Fig. 7(c). Decreasing the undercooling parameter $\Delta$ results in the faster growth of the crystal. In this case, we use the following parameters: $D=2$ and $\delta_{4}=0.05$.

### 4.5. Computational time

Fig. 8(a), (b), and (c) show the temporal evolution of the dendritic interface until time $T=76000 \Delta t$, the narrow domain at time $76000 \Delta t$, and a close-up view of a part of the narrow domain, respectively. The following problem parameters are used: $R_{0}=5$, $D=2, \delta_{4}=0.05, N_{x}=N_{y}=1500, h=0.8$, and $\Delta t=0.1 h^{2}$. Calculating these results took only 1 h 40 m of CPU time. The implicit scheme took approximately 50 h for the same simulation.

Now, to show the efficiency of the proposed scheme, we compare the computational times obtained with our scheme and the implicit hybrid scheme [29]. In this test, we us the same parameters as those defined in Section 4.3. In the top row in Fig. 9, we can see that the proposed scheme is faster than the implicit scheme. The bottom row in Fig. 9 shows the temporal evolution of crystal growth obtained via the proposed scheme and the implicit hybrid scheme [29].


Fig. 7. Temporal evolutions of the dendritic interface until time $T=10000 \Delta t$ for different values of (a) $\delta_{4}$, (b) $D$, and (c) $\Delta$.

### 4.6. Three-dimensional dendritic growth

The proposed adaptive algorithm can be straightforwardly extended to three-dimensional space. In this section, we consider dendritic growth on a three-dimensional domain using the proposed algorithm. Let $\Omega=(a, b) \times(c, d) \times(e, f)$ be the computational domain and $h=(b-a) / N_{x}=(d-c) / N_{y}=(f-e) / N_{z}$ be the uniform mesh size, where $N_{x}, N_{y}$, and $N_{z}$ are positive integers. Then, $\Omega_{h}=\left\{\left(x_{i}, y_{j}, z_{k}\right) \mid x_{i}=a+i h, y_{j}=c+j h, z_{k}=e+k h\right.$ for $0 \leq i \leq$ $\left.N_{x}, 0 \leq j \leq N_{y}, 0 \leq k \leq N_{z}\right\}$ is the discrete domain. Let $\phi_{i j k}^{n}$ and $U_{i j k}^{n}$ be approximations of $\phi\left(x_{i}, y_{j}, z_{k}, n \Delta t\right)$ and $U\left(x_{i}, y_{j}, z_{k}, n \Delta t\right)$, respectively. We define a temporary narrow domain as $\Omega_{\mathrm{tmp}}=$ $\left\{\left(x_{i}, y_{j}, z_{k}\right)\left|\left|\phi_{i j k}\right| \leq 0.99,0 \leq i \leq N_{x}, 0 \leq j \leq N_{y}, 0 \leq k \leq N_{z}\right\}\right.$. Then, we extend this temporary narrow domain to
$\Omega_{\mathrm{nb}} \cup \partial \Omega_{\mathrm{nb}}=\bigcup_{p=-m}^{p=m} \bigcup_{q=-m}^{q=m} \bigcup_{r=-m}^{r=m}\left\{\left(x_{i+p}, y_{j+q}, z_{k+r}\right) \mid\left(x_{i}, y_{j}, z_{k}\right) \in \Omega_{\mathrm{tmp}}\right\}$.

The governing equations for dendritic growth in three-dimensional space are given as

$$
\begin{align*}
& \epsilon^{2}(\phi) \frac{\partial \phi}{\partial t}=\nabla \cdot\left(\epsilon^{2}(\phi) \nabla \phi\right)+\left[\phi-\lambda U\left(1-\phi^{2}\right)\right]\left(1-\phi^{2}\right)  \tag{14}\\
& +\left(|\nabla \phi|^{2} \epsilon(\phi) \frac{\partial \epsilon(\phi)}{\partial \phi_{x}}\right)_{x}+\left(|\nabla \phi|^{2} \epsilon(\phi) \frac{\partial \epsilon(\phi)}{\partial \phi_{y}}\right)_{y} \\
& +\left(|\nabla \phi|^{2} \epsilon(\phi) \frac{\partial \epsilon(\phi)}{\partial \phi_{z}}\right)_{z} \\
& \frac{\partial U}{\partial t}=D \Delta U+\frac{1}{2} \frac{\partial \phi}{\partial t} \tag{15}
\end{align*}
$$

where $\epsilon(\phi)=\left(1-3 \delta_{4}\right)+4 \delta_{4}\left(\phi_{x}^{4}+\phi_{y}^{4}+\phi_{z}^{4}\right) /|\nabla \phi|^{4}$ (see [28] for more details about the three-dimensional phase-field model). The numerical solutions for the three-dimensional problem are as follows. First, we solve one part of the splitting scheme in the narrow-band domain, $\Omega_{\mathrm{nb}}$.
$\epsilon^{2}\left(\phi_{i j k}^{n} \frac{\phi_{i j k}^{*}-\phi_{i j k}^{n}}{\Delta t}=\left[\nabla \cdot\left(\epsilon^{2}(\phi) \nabla \phi\right)\right]_{i j k}^{n}-\lambda U_{i j k}^{n}\left(1-\left(\phi_{i j k}^{n}\right)^{2}\right)^{2}\right.$


Fig. 8. (a) Temporal evolution of the dendritic interface until time $T=76000 \Delta t$. (b) Narrow domain at time $T=76000 \Delta t$. (c) Close-up view of a gray-colored region of (b). For better visualization, only half of the points are plotted.


Fig. 9. First row shows a comparison of the computational times for crystal growth using the proposed scheme and the implicit hybrid scheme [29]. Second row shows the temporal evolution of crystal growth obtained via the proposed scheme and the implicit hybrid scheme [29].


Fig. 10. (a) Isosurfaces of the numerical solution at level $\phi(x, y, z)=0$ and (b) cross sections of the narrow-band domain.

$$
\begin{aligned}
& +\left[\left(\frac{16 \delta_{4} \epsilon(\phi) \phi_{x}\left(\phi_{x}^{2} \phi_{y}^{2}+\phi_{x}^{2} \phi_{z}^{2}-\phi_{y}^{4}-\phi_{z}^{4}\right)}{|\nabla \phi|^{4}}\right)_{x}\right]_{i j k}^{n} \\
& +\left[\left(\frac{16 \delta_{4} \epsilon(\phi) \phi_{y}\left(\phi_{y}^{2} \phi_{x}^{2}+\phi_{y}^{2} \phi_{z}^{2}-\phi_{x}^{4}-\phi_{z}^{4}\right)}{|\nabla \phi|^{4}}\right)_{y}\right]_{i j k}^{n} \\
& +\left[\left(\frac{16 \delta_{4} \epsilon(\phi) \phi_{z}\left(\phi_{z}^{2} \phi_{x}^{2}+\phi_{z}^{2} \phi_{y}^{2}-\phi_{x}^{4}-\phi_{y}^{4}\right)}{|\nabla \phi|^{4}}\right)_{z i j k}^{n}\right.
\end{aligned}
$$

where
$\left[\nabla \cdot\left(\epsilon^{2}(\phi) \nabla \phi\right)\right]_{i j k}$
$=\frac{\epsilon^{2}\left(\phi_{i+1, j k}\right)+\epsilon^{2}\left(\phi_{i j k}\right)}{2 h^{2}}\left(\phi_{i+1, j k}-\phi_{i j k}\right)$
$-\frac{\epsilon^{2}\left(\phi_{i j k}\right)+\epsilon^{2}\left(\phi_{i-1, j k}\right)}{2 h^{2}}\left(\phi_{i j k}-\phi_{i-1, j k}\right)$
$+\frac{\epsilon^{2}\left(\phi_{i, j+1, k}\right)+\epsilon^{2}\left(\phi_{i j k}\right)}{2 h^{2}}\left(\phi_{i, j+1, k}-\phi_{i j k}\right)$
$-\frac{\epsilon^{2}\left(\phi_{i j k}\right)+\epsilon^{2}\left(\phi_{i, j-1, k}\right)}{2 h^{2}}\left(\phi_{i j k}-\phi_{i, j-1}\right)$
$+\frac{\epsilon^{2}\left(\phi_{i j k+1}\right)+\epsilon^{2}\left(\phi_{i j k}\right)}{2 h^{2}}\left(\phi_{i j k+1}-\phi_{i j k}\right)$
$-\frac{\epsilon^{2}\left(\phi_{i j k}\right)+\epsilon^{2}\left(\phi_{i j, k-1}\right)}{2 h^{2}}\left(\phi_{i j k}-\phi_{i j, k-1}\right)$.
Next, we update the phase-field using the closed-form solution:
$\phi_{i j k}^{n+1}=\phi_{i j k}^{*} / \sqrt{e^{-\frac{2 \Delta t}{\epsilon^{2}\left(\phi_{i j k}^{n}\right)}}+\left(\phi_{i j k}^{*}\right)^{2}\left(1-e^{-\frac{2 \Delta t}{\epsilon^{2}\left(\phi_{i j k}^{n}\right)}}\right)}$.
Finally, we use the explicit Euler method on $\Omega_{h}$ for Eq. (15):
$\frac{U_{i j k}^{n+1}-U_{i j k}^{n}}{\Delta t}=D \Delta_{h} U_{i j k}^{n}+\frac{\phi_{i j k}^{n+1}-\phi_{i j k}^{n}}{2 \Delta t}$,
where we used the standard seven point stencil for the discrete Laplacian operator, i.e., $\Delta_{h} U_{i j k}=\left(U_{i-1, j k}+U_{i+1, j k}+U_{i, j-1, k}+\right.$ $\left.U_{i, j+1, k}+U_{i j, k-1}+U_{i j, k+1}-6 U_{i j k}\right) / h^{2}$.

We use the following initial conditions:
$\phi(x, y, z, 0)=\tanh \left(\frac{1-\sqrt{x^{2}+y^{2}+z^{2}}}{\sqrt{2}}\right)$ and
$U(x, y, 0)= \begin{cases}0 & \text { if } \phi>0 \\ \Delta & \text { otherwise }\end{cases}$
with Dirichlet boundary conditions, i.e., $\phi(x, y, z, t)=-1$ and $U(x, y, z, t)=\Delta$ on $\partial \Omega$. The parameters are used as $D=2, \Delta=$ $-0.55, \delta=0.05$, and the coupling parameter $\lambda=D / 0.6267$ [3]. Fig. 10(a) shows the temporal evolution of the crystal at times $t=$ $0,1000 \Delta t, 4000 \Delta t$, and $6000 \Delta t$. The numerical results shown in Fig. 10(a) are calculated using the narrow-band domains as shown in Fig. 10(b).

### 4.6.1. Effects of parameters

We investigate the effects of parameter $\delta_{4}$ on crystal growth dynamics. In these tests, we use the following parameters: $N_{x}=$ $N_{y}=N_{z}=300, h=0.8, \Delta t=0.025 h^{2}$, and $T=7000 \Delta t$.

Fig. 11(a)-(c) show the effect of various $\delta_{4}, D$, and $\Delta$ values, respectively. We use the following parameters: (a) $\Delta=-0.55$ and $D=2$, (b) $\Delta=-0.55$ and $\delta_{4}=0.05$, (c) $D=2$ and $\delta_{4}=0.05$. From the test results shown in Fig. 11, we can see that as $\delta_{4}$ and $D$ increase and $\Delta$ decreases, the tip velocity increases.

## 5. Conclusions

In this paper, we developed a fast and accurate adaptive finite difference method for solving a phase-field model for dendritic growth from an undercooled melt. The proposed hybrid numerical algorithm is very simple and does not use conventional complex adaptive data structures. Our various numerical simulation results were consistent with previous results and were obtained using less CPU time. Finally, extending the present work toward graphic processing units (GPUs) [30,31], the effects of the applied temperature gradient [32], fluid flows [10,33], and parallel computing [34,35] are interesting near-future research directions.
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