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In this paper we present a conservative numerical method for the Cahn-Hilliard
equation with Dirichlet boundary conditions in complex domains. The method uses an
unconditionally gradient stable nonlinear splitting numerical scheme to remove the high-
order time-step stability constraints. The continuous problem has the conservation of mass
and we prove the conservative property of the proposed discrete scheme in complex
domains. We describe the implementation of the proposed numerical scheme in detail.
The resulting system of discrete equations is solved by a nonlinear multigrid method. We
demonstrate the accuracy and robustness of the proposed Dirichlet boundary formulation

using various numerical experiments. We numerically show the total energy decrease
and the unconditionally gradient stability. In particular, the numerical results indicate
the potential usefulness of the proposed method for accurately calculating biological
membrane dynamics in confined domains.

Unconditionally gradient stable scheme
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1. Introduction

In this paper, we consider an efficient and robust numerical scheme for the Cahn-Hilliard (CH) equation with Dirichlet
boundary conditions in complex domains. This equation was introduced to model spinodal decomposition and coarsening
phenomena in binary alloys [1,2] and it arises from the Helmholtz free energy functional

2
g(¢):/ (F(¢)+%|V¢|2> dx,
2

where 2 C R? and € is a positive constant. The quantity ¢ (x, t) is defined to be the difference between the mole fractions of
binary mixtures (e.g., ¢(X, t) = m, —mg where m, and mg are the mole fractions of phases o and ). F(¢) = 0.25 (@*=1)?%is

the Helmholtz free energy per unit volume of a homogeneous system of composition ¢ (see Fig. 1) and % |V|? is a gradient
energy.
The Cahn-Hilliard equation takes the form

Z—‘f(x,t):MAu(x,t), Xxe,0<t<T, (1)
X, ) = F'($(X, 1)) — € Ap(X, 1), (2)
oX,t) =g(x), X€982, (3)
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Fig. 1. Helmholtz free energy density F(¢) = 0.25(¢> — 1)2.

au
%(X,t)zo, X €82, (4)

where M is a positive constant mobility, g(X) is a given function, and n is the outward normal vector at the boundary.
To derive Egs. (1)-(4), we start with mass conservation, i.e.,
¢ =—V- &, (5)

where the flux is defined as § = —M V . The chemical potential x can be obtained via the variational derivative of the free
energy functional with respect to ¢, such that

= / (vF'(¢) + €’ Vv - Vo) dx
2

2 o+ m
an (@ +nv

n=0
ad
= / (F'(¢) — 2A¢)vdx + / 62—¢v ds = / (F'(¢) — €2 Ag) v dx,
2 IR an Q
where v satisfies fg vdx =0and v = 0on d$2. Now we get the chemical potential
88
= — =F(¢) — ?Ap. 6
2 50 (@) — €A (6)

Using Egs. (5) and (6), we get Eq. (1). The CH equation can be derived from a constrained gradient flow in the H~! Hilbert
space and it guarantees that the total free energy &(¢) will decrease in time t [3]. We will show later that the numerical
total energy decrease implies the stability of the numerical solutions. The solution ¢ (x, t) of the CH Eqgs. (1)—(4) possesses
the properties that the total mass f o ¢ dxis conserved and that the total energy &(t) decreases with time. That is,

d ou

— | ¢dx= [ ¢dx=M | Apdx=M — ds =0,
dt Jo 2 2 ae on

d

Lew) / (F/( )b + €2V - V)i
dt 5

0
/u¢tdx+f ez—(p tds:/ UM A pdx
Q s on Q

- / M g — / MV - Vidx = — f M|V [2dx < 0.
a0 an Q Q

Many research papers have been published on the numerical methods for the CH equation [4-35]. Various numerical
methods are intensively studied with either Neumann [8-17] or periodic [18-29] boundary condition. Some authors have
studied the CH equation with contact angle boundary conditions [30-32]. A few authors have analyzed the Dirichlet problem
for the CH equation. Du and Nicolaides [33] proposed a finite element/difference scheme with the property that the total
energy decreases with time by using Dirichlet boundary conditions. Bronsard and Hilhorst [34] studied the limiting behavior
of the solution of the CH equation with the Dirichlet boundary condition using energy-type methods. In [35], Bates and Han
discussed the existence, uniqueness and continuous dependence on initial data of the solution for a nonlocal CH equation
with the Dirichlet boundary condition on a bounded domain. While our paper is slightly different from the papers referred
to [33-35], we adopt the Neumann boundary condition for i to keep the mass conservation. Furthermore with Dirichlet
boundary conditions, the biharmonic [36], the Schrédinger [37], and the regularized long wave equations [38] were studied.
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Fig. 2. (a) Domain £2 with boundary 32 and (b) discrete domain £2" with discrete boundary 92".

The possible applications of the CH model with Dirichlet boundary conditions are a non-wetting droplet dynamics in
a channel, a red blood cell in capillary blood vessels, and deformation of biological cell morphology in a confined domain
[39-52].

The objective of this paper is to propose the conservative numerical method for the Cahn-Hilliard equation with Dirichlet
boundary conditions in complex domains. The CH equation is discretized using an unconditionally gradient stability scheme
and its resulting scheme is solved by a fast multigrid method.

This paper is organized as follows. In Section 2, we describe the discretization of the CH equation with Dirichlet boundary
conditions and its multigrid algorithm. The numerical results, which demonstrate the accuracy and robustness of the
proposed Dirichlet boundary formulation, are described in Section 3. A discussion is presented in Section 4.

2. Proposed numerical algorithm with Dirichlet boundary conditions

In this section, we propose a new conservative numerical algorithm for solving the Cahn-Hilliard equation with Dirichlet
boundary conditions in complex domains. We discretize the governing Eqs. (1) and (2) in two-dimensional space, i.e.,
£2 = (a, b) x (c, d) and its domain boundary is denoted as 52 (see Fig. 2(a)). Letx; = a+ (i—0.5)h, y; = c+(—0.5)h, 0 <
i < Ny+ 1,0 <j <N, + 1, where Ny and N, are positive even integers and h = (b — a)/Ny = (d — c¢)/N, is the uniform
mesh size. Then discrete domain and discrete boundary are defined as 2" = {(xi,yp)I 1 < i < Ny,1 <j < N,}and
anRh = {(x0, ¥), (nxt1, ¥j), (Xi, Yo), (Xi, Yny+1)| 1 <1 < Ny, 1 <j < Ny}, respectively (see Fig. 2(b)). Note that the discrete
boundary points are located at a half space step away from the true boundary points. It will be shown that this treatment of
boundary points makes the solution algorithm be considerably simpler than standard treatments.

2.1. Discretization in a rectangular domain

Let ¢}} be an approximation of ¢(x;, y;, nAt), where At = T/N; is the time-step, T is the final time, and N; is the
total number of time-steps. We take M = 1 for convenience. Then, a semi-implicit time and centered difference space
discretization of the CH equation is given by

¢1‘T}+] B lr] n+1
= Ay (7)
uitt =F (o) + @i — o — € Aag T (8)

Here, the discrete Laplacian operator is defined by Aq¢ij = (¢it1,j + ¢i—1,j — 4 + @i jy1 + qb,;j,])/hz. The discrete boundary
condition is defined as
boi =8@.y), Iy =8bY), by =80,  Plyq =&k d).
The resulting nonlinear system of Eqs. (7) and (8) is solved efficiently using a nonlinear multigrid method. The
unconditionally gradient stability of the discrete system is proved in [53-56]. We define the discrete energy functional:
Ny Ny 62
ACHEDIDS [h2F<¢;}) + 5 (@fhay = O + Gl — ¢;})2)} .
i=1 j=1
En(@")/En(¢°) is defined as the normalized discrete total energy. We also define the discrete average mass as
Zf’:"l Z]N:yl ¢3/(NxNy). In [53,54], Eyre proved that if ™" is a numerical solution of Egs. (7) and (8) with a given ¢", then
En(¢™ 1) < &,(¢"). The decrease of the discrete total energy functional implies the pointwise boundedness of the numerical
solution (please refer to [56] for more details and proof).
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Fig. 3. (a) Complex domain £2;, and (b) discrete complex domain .Ql’}l
2.2. Conservation of the total mass in a rectangular domain

. . : N
To satisfy the mass conservation property, i.e., Y Z ot =3 32, ¢f we should have

Ny Ny n+1 n

0= 3> WSy g

i=1 j=1 i=1 j=1

+1 +1 +1 +1 N +1 +1 +1 +1
i(u,"ﬂ, wit o = 1,>+ii(uﬂ+1 wit e = g 1)
2 h2

i=1 j=1

n+1 n+1 n+1 n+1 N, n+1 n+1 n+ n+1
(,U«NXHJ THNg Ky T K ) n Z" (Ml N1 T i y,“ — i )
b

h? h? h?

i=1

where we have used Eq. (7) and telescoping cancellation. Therefore, if we impose the following numerical no-flux boundary
conditions:

n+1 n+1 n+1 n+1 :

Ko = HKy5 Kng+1,j = Hngj for1 <j <Ny,
n+1 n+1 n+1 _,,n+1 .

Mo =M > Mg = My, for1<i<N,

then we have the mass conserving property.

2.3. Discretization in a complex domain

Next, we present a conservative discretization for the CH equation in a non-rectangular domain with Dirichlet boundary
conditions. Let £2;, be an arbitrarily shaped open domain embedded in £2 (see Fig. 3(a)). Also, let .Ql’}l be a discrete domain,
3521 be its discrete boundary, and 2/, = 2"\ (2! U 821) (see Fig. 3(b)).

As we refine the mesh, i.e,, h — 0, the arbitrarily shaped domain £2;, is approximated by .Qi’; (see Fig. 4).

To solve the CH equation in an arbitrarily shaped domain £2;,, we propose the following numerical scheme:

¢17+1 1] — GhA MTH—l (9)
At '
M,T_;+1 — Gh(F (¢TH—]) + ¢Tl+l _ ¢u € Ad¢n+l) + llz+l~ (]0)

Note that for (x;, ;) € B.Qm, [LZ“ will be defined in Section 2.4 and otherwise we assume [L}}“ = 0. The boundary control
function G} is defined as

1 if(x,y) € on
0 if(xi,y) €82

in’

houae.

=G"(x.y) = {
out

The discrete boundary condition is defined on the discrete boundary 3.Qh as ¢“ = g(x,y), where (x,y) € 9% and

[(x — X,y — yj)| = ming gyese |(@ — x;, B — yj)|. Thus, by using the boundary control function Gl we can solve the CH

i
equation in the arbitrarily shaped domain .Qm as follows:

1
S — O _ (At if Gy € 2,
At 0 if (xi, ;) € b, UdRh

out n’
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Fig. 4. Convergence of .Qi’}) to 2, as we refine the mesh.
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Fig. 5. Examples of discrete boundary point u{}* in a complex domain. Each equation corresponding to each label is defined in Eq. (12).

F@p) + ot — o — 2 A0l if (v, 3)) € 20,
uptt = 4 if (xi, ) € 382,

0 if (x;, ;) € 28

2.4. Conservation of the total mass in a complex domain

In order to keep the conservation property for the CH equation in a complex domain £2/' i.e., > wapeah (4)[’}*1 —¢j) =0,
we have to satisfy the following condition for (x;, y;) € B.Qi’}l:
h +1 h +1 h +1 h +1
pra Gy iz + Gy ity + Gl ki + Gl iy
l’j - .

(11)
G?H,j + G{'l],j + Gth,jﬂ + G?Jfl

Note that G}, ;4G | ;+G/;, ,+Gl;_, is always positive for (x;, ;) € 952/} Therefore, jzj"" is well-defined. Fig. 5 represents

examples of jzfi*":

@ gt =,
() gt = ity + wifi/2. and

© ﬁng] = (,Uv:‘:rﬁj + /JL:‘T]J':LH + ng'tll)/&

(12)

Let us define four types of boundaries as
3_{21’;’1 = {(a,y) € 02" | (xiv1,y) € 21},
3_{2{:” = {(xy) € 321 | (i1, yy) € 21},
aQi’:l,b = {(XisJ’j) (S] 891’; | (Xi’ .Vj+1) € Qﬁl}’
3_{2{1“ ={(x;,y)) € B.Qﬂl | (i, yj-1) € 91’:1}

Then 82, = 0%}, | U0, U0/ , UdRf . These definitions are illustrated in Fig. 6.

Now, we will prove the mass conservation property of our proposed scheme on a discrete complex domain. By summing
Eq. (9) in the complex numerical domain, 2", we get

n’
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n+1
Z d) At ¢ — Z A Mn+l

(i.ype (iypeeh
~n+1 n+1 n+1 ~n+1
_ Z H’y - i Lj Z MH—]] I’Lij
B h2 h2
(iypedah | (iypedsh |
~n+1 n+1 n+1 ~n+1
+ Z i = Hij . Z Hijpr — My
h2 h2
(xi'.Vj)eag'h (x; yj)eaﬂm b
~n+1 n+1 n+1 ~n+1
_ Z l 11('“!] - ,LL, ]]) 1+1 ](/’LH_]] Ml] )
= %
(Xi,)'j)eaﬂ-h
n+1 n+1 n+1 ~n+1
l(lu - ,LL” 1) - 1]+1(M1,j+l H’y )
hZ

~n+1
Z (Gz+1j + Gl 1,j + Gl]+1 + Gh; 1)/'LZ+

hZ
(Xi,)'j)Ef?Q-h

h n+1 h n+1 h n+1 n+1
GH—]] 1+1]+G 1]“1 1]+Gj+1/’Lz]-H+Gx] l“u 1
h2

where we have used Eq. (11) in the last equality. Therefore, we have proved the mass conservation property of the proposed
numerical scheme for the CH equation with Dirichlet boundary conditions in complex domains.

=0,

2.5. Nonlinear multigrid solver in a complex domain

In this section, we use a nonlinear full approximation storage multigrid method to solve the nonlinear discrete system
(9) and (10) at the implicit time level. To condense the discussion we describe only the relaxation step of the method. First,
rewrite Egs. (9) and (10) as follows:

¢S+1 + 4GU“Z+1 — u + Gh Mrrll,J + V‘:Hllj + “Tjtrll + “ﬁ—ll

At h? At h? ’

463'62 n+1 _ n+1y3 n+1 h h ’ n+1 n+1 n+1 n+1 ~n+1
- ¢ij (¢ )+ i = = —Gj ¢u i+1,j +éi- 1j ¢11+1 + ¢iJ )+ M

h2
Next, we replace ¢>,’<’,“ and u;j,“ in the above equatlons with &Z} and ppy ifk < iand! < j, otherwise with ¢y} and ],
ie,

_ . i i
N L e Hisry + AT+ B+ G

At h2 At U h2 ’
].7. 2 h 2
1 - - -
—— @ — GH(@)’ + A = =Gl — —— (B + B+ By + B + i (13)

h2
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Fig. 7. Initial condition ¢ (x, y, 0) on £2j,.
Since (<Z>}}1)3 in Eq. (13) is nonlinear with respect to J),T we linearize ((}5}}‘)3 at ¢g‘:

@1 = (@ + 3@ (@I — o).
After substituting this expression into Eq. (13), we obtain
4¢? - . €? - - .
-G (hz + 3<¢5”)2) O + I = Vi — Gz ($hay + Blay + Bl + @j1) — 2G50 + 4 (14)

It should be noticed that for the boundary point (x;, y;) € 8(2{;, we use Eq. (11) as
h h - h ho -
Gipp ity + Gilqjiile j + GijpaMier T Gij_1iij—
i~ h h h h :
Gy + Gilqy + G + Gy
For restriction and interpolation operators, we briefly describe them here. For more details, please refer to [17].

~m __

3. Numerical results

In this section, we perform the following numerical experiments: a convergence test, a test of the stability of the proposed
scheme, a comparison of Dirichlet and Neumann boundary conditions for spinodal decompositions, and their effects on the
increasing area in rectangular and complex domains, applications of models for biological membranes in confined domains,
and a passively moving droplet in a wavy channel.

Unless otherwise specified, a 128 x 128 mesh grid is used on the computational domain £2 = (0, 1) x (0, 1) and
At = 0.2h is used for the time integration. Furthermore, across the interfacial regions, the concentration field varies from
—0.9 to 0.9 over a distance of approximately 24/2¢ tanh™! (0.9). Therefore, if we want this value to be approximately m grid
points, the € value needs to be taken as follows: €, = hm/[Z«ﬁtanh‘1 (0.9)]. In our numerical simulation, we set ¢ = ¢s.

3.1. Convergence test

We start with spatial and temporal convergence tests of the proposed method. In order to obtain the spatial convergence
rate, we perform a number of simulations with increasingly finer grids h = 1/2"~! forn = 6, 7, and 8 on a computational
domain £2;, = (—1,1) x (=1, 1)\ [—=0.5, 0.5] x [—0.5, 0.5]. We define the function f (x, y) = (x> — 1)(x** — 0.25)(y* —
1)(y? — 0.25). The initial condition is ¢(x,y, 0) = 2f*/|If*|lcc — 1 where ||f||c is the maximum of f on the domain £2;,,
shown in Fig. 7. The minus one Dirichlet boundary condition, i.e., g(x) = —1and € = 0.0113 are used. Numerical solutions
are computed up to time T = 0.0001.

Since there is no closed-form analytical solution for this problem, we consider a reference numerical solution, ¢", which
is obtained with very fine spatial and temporal grids. In this test, we use a 1024 x 1024 mesh grid and At = 6.25E—6. We
define the error of a grid as the discrete I,-norm of the difference between that grid and the average of the reference solution
cells neighboring it as follows: ep;; := ¢p;; — (¢{,§f]y -1 +¢;i‘;71 +¢;§f]’ q +¢I§§f) /4. Here, p and q are appropriate fine reference
grid indexes. The rate of convergence is defined as the ratio of successive errors: log, (||ex|2/ ||e% l2). The errors and rates of
convergence obtained using these definitions are given in Table 1. Second-order accuracy with respect to space is observed,
as expected from the discretization.

To obtain the convergence rate for temporal discretization, we fix the space step size as h = 1/128 and choose a set of
decreasing time-steps At = 6.25E—4, 3.125E—4 and 1.563E—4. Numerical solutions are computed up to time T = 0.005.
Note that in this test we define the l,-norm error of a grid to be earj = @ar; — i‘jief. Here, ¢™ is the reference numerical
solution which is obtained with a small time-step At = 1.953E—5. The errors and rates of convergence obtained using these
definitions are given in Table 2. First-order accuracy with respect to time is observed, as expected from the discretization.
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Table 1
Error and convergence results with various mesh grids.
Here, At = 6.25E—6.

Grid 64 x 64 128 x 128 256 x 256
L,-error 3.90E-3 8.92E—4 2.07E—-4
Rate 2.13 2.11

Table 2

Error and convergence results with various time-steps.
Here, a 256 x 256 mesh grid is used.

At 6.25E—4 3.125E—-4 1.563E—4
l,-error 3.30E—-2 1.61E—-2 7.21E-3
Rate 1.03 1.16
1 :
— Total energy
+ Mass
0.75 |
@ @
O 25 + + + + + + + + + + +
0 . . \
0 25 5 7.5 10
Time x 10"

Fig. 8. Temporal evolution with large time-step At = 10 000.
3.2, Stability of the proposed scheme

The proposed scheme (9) and (10) with Dirichlet boundary conditions is unconditionally gradient stable. In order to
demonstrate this, we perform a numerical experiment in a complex domain with a large time-step, At = 10 000. The initial
condition is random perturbations with a maximum amplitude of 0.75, that is, ¢ (x, y, 0) = 0.25 4+ 0.75rand(x, y), where
rand(x, y) is arandom number between —1 and 1. The numerical solutions are obtained from 10 iterations and are shown in
Fig. 8, which represents the non-increasing discrete total energy and conservation of mass concentration of the numerical
solutions with large time-step. These results suggest that our proposed scheme with the Dirichlet boundary condition is
indeed unconditionally stable.

3.3. Spinodal decomposition with Dirichlet and Neumann boundary conditions

We perform a numerical experiment with an example of spinodal decomposition of a binary mixture. Spinodal
decomposition is a mechanism by which a solution of two or more components separates into different phases. The system
separates into spatial regions rich in one species and poor in the other species and evolves into an equilibrium state with a
lower overall free energy [1]. Here, we will consider this problem for the CH equation using a minus one Dirichlet boundary,
i.e., g(x) = —1 and the Neumann boundary with the initial condition ¢ (x, y, 0) = 0.25 4 0.75rand(x, y). Simulations are
run up to time T = 7.81. Fig. 9(a) and (b) show the evolutions of spinodal decomposition with Dirichlet and Neumann
boundary conditions, respectively. With the minus one Dirichlet boundary condition, the positive phases are gathered away
from the boundary. With the Neumann boundary, the phases keep the 90° contact angle on the boundary. More detailed
models and simulations of the contact angle in phase-fields are described in [57]. From Fig. 9(c), we observe that the average
composition is preserved and the total discrete energy is non-increasing.

We also consider spinodal decomposition with variable Dirichlet boundary conditions. The control function G(x, y) and
initial configuration ¢ (x, y, 0) are defined as

_ o, ify/(x—05)2+ (y —0.5)2 > 0.3 4 0.15sin(76),
G y) = :1, otherwise. (15)
_ |-sinB® +n)?/n),  if(x,y) € 082,
k. y,0) = {0.55 + 0.75rand(x, y), if(x,y) € 2, (16)
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Fig. 9. Evolutions with (a) Dirichlet and (b) Neumann boundary conditions. Evolution times are given below each figure. (c) The non-increasing discrete
total energy and conservation of mass concentration of the numerical solutions.

where
—0.5
tan™! (y 5 5) , ifx > 0.5,
o = rT 05 (17)
7 +tan”! y—4 ., otherwise.
x—0.5
In Fig. 10(a), we show that the boundary condition g(x,y) = —sin(3(6 + m)?/m) by a stem plot. Using this boundary

condition, the evolution of spinodal decomposition is shown in Fig. 10(b)-(e). The computational times are shown

below each figure. Results in Fig. 10 suggest that our proposed method works well with the variable Dirichlet boundary
condition.

3.4. Effects of Dirichlet and Neumann boundary conditions on increasing area

In order to further investigate the effects of the Dirichlet boundary condition, we consider growing phases inside a
confined domain. To increase the area, we add a source term F(¢) = 0.25(¢*> — 1)? to the CH equation, such that
a
aif = Ap+ AF(¢), (18)
where A is a constant and depending on its sign the average concentration of the phase increases or decreases. This type of

source term has been used in simulating crystal growth [58-60] and solving image segmentation problems [61]. We solve
Eq. (18) with Dirichlet and Neumann boundary conditions using the same initial condition

¢(x,y,0) = tanh (0'3 ~V/®x—=052+( — 0-5)2) .

V2e

Here, we use A = 50 to make the phases grow until the average composition of the phases becomes 0.7. We then set
A = O until t = 2.34 when the phases converge to a numerical steady state. These evolutions are shown in Fig. 11(a) and
(b) for Dirichlet and Neumann boundary conditions, respectively. Fig. 11(c) shows the time-dependent non-dimensional
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Fig. 10. (a) Plot of the boundary condition g(x,y) = —sin(3(8 + m)?/m). (b)-(e) Evolution of spinodal decomposition. The computational times are
shown below each figure.
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Fig. 11. Evolutions with (a) Dirichlet and (b) Neumann boundary conditions. Evolution times are given below each figure. (c) Evolution of the total energy
and average mass.

discrete total energy and mass change of the numerical solution. From the evolutions with two boundary conditions, it can
be observed that when the Dirichlet boundary condition is used, the interface does not wet the domain boundary. On the
other hand, for the Neumann boundary condition, the phases wet the boundary and is in contact with it by 90°.
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Experiment

Fig. 12. Evolution of cell growth in confined domains. From left to right, first column: initial configurations; second and third columns: cell growth results;
fourth column: steady cell shapes with doubled cell area; and last column: figures reprinted with permission from Minc et al., Cell, 144, 414-426 (2011) [52].
© 2011, Elsevier.

g

Fig. 13. (a)and (c) are steady states with Dirichlet and Neumann boundary conditions, respectively; (b) figure reprinted with permission from Minc et al.,
Cell, 144, 414-426 (2011) [52].
© 2011, Elsevier.

3.5. Application of models for biological membrane in confined domains

One application of phase-field models with Dirichlet boundary conditions is modeling biological membranes in confined
domains. As an example, we consider sea urchin embryos placed in microfabricated chambers for an investigation of how
cell shape affects the positioning of the nucleus, spindle, and subsequent cell division planes [52]. The last column in
Fig. 12 shows differential interference contrast (DIC) pictures of eggs in the chambers adopting different geometries in real
experiments.

To simulate numerically these experimental results, we set initial configurations on confined domains as shown in the
first column in Fig. 12 and we give A = 50 in Eq. (18) to make the cell grow until the cell doubles in its area. Once the cell
doubles inits area, we reset A = 0 to stop the cell growth, and then we run the simulation until a numerical solution reaches
a steady state. From the second column to the fourth column, we show the evolution in each case. These results show that
our computational results are in good qualitative agreement with the experimental data. Unlike the Neumann boundary
condition, the Dirichlet boundary condition allows us to model membrane dynamics in confined domains with relatively
coarse grids (see Fig. 13(a)). Note that if we had used the Neumann boundary condition, then cell membranes would have
been broken and become attached to the wall as shown in Fig. 13(c).

3.6. A passively moving droplet in a wavy channel

Fig. 14 shows the droplet evolution in the given flow field at t = 0, 1.22, 1.83, 2.44, 3.66, and 4.88 from top to bottom.
The channel geometry is given by two sine functions with period 2 and amplitude 0.25. The vertical distance between the
boundaries is 0.4 and the channel domain is embedded in the computational domain £ = (0, 5) x (0, 1) with a 320 x 64
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Fig. 14. Droplet evolutions in the flow velocity field with a wavy channel.

mesh grid. Initially, the droplet of diameter 0.3 is placed at the upper left. At the inflow, we use a parabolic velocity profile,
(—24(y — 0.55)(y — 0.95), 0). Similar numerical experiments were performed to simulate two-phase flows with complex
geometries using adaptive finite elements [30]. In [30], the droplet evolution was simulated over time by the flow field
in a wavy channel with a boundary condition that encodes the contact line information. Our proposed method applies
the Dirichlet boundary condition to prevent contact between the droplet and the channel. The flow vector field is driven
by the Navier-Stokes equation with the no-slip Dirichlet boundary condition and with a Reynolds number of 1, and the
droplet is moved by evolving the advective CH equation. In this simulation, the droplet is transported passively by the given
background velocity field. As the droplet moves through the channel, it is deformed as a result of the given velocity field.

4. Conclusions

In this paper we presented a conservative numerical method for the Cahn-Hilliard equation with Dirichlet boundary
conditions in complex domains. The method used an unconditionally gradient stable nonlinear splitting numerical scheme
to remove the high-order time-step stability constraints. The resulting discrete equations were solved by a nonlinear
multigrid method. We described the implementation of our numerical scheme in more detail. A continuous problem had
mass conservation and it was proved that this property holds for a discrete problem. We numerically showed the total
energy decrease and the unconditionally gradient stability. We demonstrated the accuracy and robustness of the proposed
Dirichlet boundary formulation with various numerical experiments. The numerical results showed the potential usefulness
of the proposed method for accurately calculating membrane dynamics in confined domains. In the future work, we will
compare our proposed method with other numerical methods, for example, adaptive finite element method [30] and apply
our method to simulate biological membrane dynamics in confined domains.
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