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#### Abstract

We present an unconditionally stable second-order hybrid numerical method for solving the Allen-Cahn equation representing a model for antiphase domain coarsening in a binary mixture. The proposed method is based on operator splitting techniques. The Allen-Cahn equation was divided into a linear and a nonlinear equation. First, the linear equation was discretized using a Crank-Nicolson scheme and the resulting discrete system of equations was solved by a fast solver such as a multigrid method. The nonlinear equation was then solved analytically due to the availability of a closed-form solution. Various numerical experiments are presented to confirm the accuracy, efficiency, and stability of the proposed method. In particular, we show that the scheme is unconditionally stable and second-order accurate in both time and space.
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## 1. Introduction

This paper presents an unconditionally stable second-order hybrid numerical method for solving the Allen-Cahn (AC) equation

$$
\begin{equation*}
\frac{\partial c(\mathbf{x}, t)}{\partial t}=-M\left(\frac{F^{\prime}(c(\mathbf{x}, t))}{\epsilon^{2}}-\Delta c(\mathbf{x}, t)\right), \quad \mathbf{x} \in \Omega, 0<t \leq T \tag{1}
\end{equation*}
$$

where $\Omega \subset \mathbf{R}^{d}(d=1,2,3)$ is a domain [1]. The quantity $c(\mathbf{x}, t)$ is defined as the difference between the concentrations of the two components in a mixture. The coefficient, $M$, is a constant mobility and $M \equiv 1$ is taken for convenience. The function, $F(c)=0.25\left(c^{2}-1\right)^{2}$, is the Helmholtz free energy density, as shown in Fig. 1 [2]. The small positive constant $\epsilon$ is the gradient energy coefficient related to the interfacial energy.

The boundary condition is

$$
\begin{equation*}
\frac{\partial c}{\partial \mathbf{n}}=0 \quad \text { on } \partial \Omega \tag{2}
\end{equation*}
$$

where $\frac{\partial}{\partial \mathbf{n}}$ denotes the normal derivative on $\partial \Omega$. Let us define the Ginzburg-Landau free energy,

$$
\begin{equation*}
\mathcal{E}(c):=\int_{\Omega}\left(\frac{F(c)}{\epsilon^{2}}+\frac{|\nabla c|^{2}}{2}\right) \mathrm{d} \mathbf{x} . \tag{3}
\end{equation*}
$$
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Fig. 1. A double-well potential, $F(c)=0.25\left(c^{2}-1\right)^{2}$.
The AC equation can then be derived as the $L^{2}$-gradient flow of the total free energy, $\mathcal{E}(c)$ [3]. The AC equation was introduced originally as a phenomenological model for antiphase domain coarsening in a binary alloy [1]. The AC equation and its various modified forms have been applied in addressing a range of problems, such as those of phase transitions [1], image analysis [4,5], motion by mean curvature [6-11], two-phase fluid flows [12], and crystal growth [13,14]. Therefore, an efficient and accurate numerical solution of this equation is needed to better understand its dynamics.

In [4], the authors proposed the two-level semi-implicit finite-difference scheme. They observed that their scheme is dominated by the second-order difference operator. In [15], the authors proposed an unconditionally gradient stable scheme, which means that the discrete energy of Eq. (3) is decreasing regardless of time step size. Decreasing discrete energy implies the pointwise boundedness of the numerical solution for the AC equation. They showed that their scheme is indeed second-order accurate in space and first-order accurate in time. In [16], the authors proposed an adaptive finite-element approximation of the AC equation. In [17], the authors proposed a new numerical scheme that combines the adaptive moving mesh method with the semi-implicit Fourier spectral algorithm. Maintaining a similar accuracy, the proposed method was shown to be far more efficient than the existing methods for microstructures with small ratios of interfacial widths to the domain size. In [18], the authors used an adaptive mesh refinement with a second-order $L_{0}$-stable scheme. In [19], they used the exponential time differencing method [20]. Eyre reported that the AC equation becomes an unconditionally gradient stable algorithm if the free energy functional is split appropriately into contractive and expansive parts,

$$
\begin{align*}
\mathcal{E}(c) & =\int_{a}^{b}\left(\frac{F(c)}{\epsilon^{2}}+\frac{c_{x}^{2}}{2}\right) \mathrm{d} x \\
& =\int_{a}^{b}\left(\frac{c^{4}+1}{4 \epsilon^{2}}+\frac{c_{x}^{2}}{2}\right) \mathrm{d} x-\int_{a}^{b} \frac{c^{2}}{2 \epsilon^{2}} \mathrm{~d} x=\varepsilon_{c}(c)-\varepsilon_{e}(c), \tag{4}
\end{align*}
$$

and the contractive part $\varepsilon_{c}(c)$ and expansive part $-\varepsilon_{e}(c)$ are treated implicitly and explicitly, respectively [21]. The nonlinearly stabilized splitting scheme that involves a semi-implicit time discretization and a centered difference space discretization of Eq. (1) is

$$
\begin{equation*}
\frac{c_{i}^{n+1}-c_{i}^{n}}{\Delta t}=\frac{c_{i}^{n}-\left(c_{i}^{n+1}\right)^{3}}{\epsilon^{2}}+\Delta_{h} c_{i}^{n+1} \text { for } i=1, \ldots, N ; n=0, \ldots, N_{t}-1, \tag{5}
\end{equation*}
$$

where the discrete notation is defined in the following section. In [15], the authors reported the energy decreasing property for the corresponding discrete problem by using the eigenvalues of the Hessian matrix of the energy functional. An implicit Euler's scheme is

$$
\begin{equation*}
\frac{c_{i}^{n+1}-c_{i}^{n}}{\Delta t}=\frac{c_{i}^{n+1}-\left(c_{i}^{n+1}\right)^{3}}{\epsilon^{2}}+\Delta_{h} c_{i}^{n+1} \tag{6}
\end{equation*}
$$

This scheme is much better than the simple explicit Euler's scheme. However, the implicit Euler's scheme suffers from instability if a large time step is used [22]. Eq. (5) can be reformulated as

$$
\begin{equation*}
\frac{c_{i}^{n+1}-c_{i}^{n}}{\frac{\Delta t \epsilon^{2}}{\Delta t+\epsilon^{2}}}=\frac{c_{i}^{n+1}-\left(c_{i}^{n+1}\right)^{3}}{\epsilon^{2}}+\Delta_{h} c_{i}^{n+1} \tag{7}
\end{equation*}
$$

This suggests that the unconditionally gradient stable scheme can be considered a time step rescaling of the implicit Euler's scheme. In addition,

$$
\begin{equation*}
\Delta t_{\mathrm{equiv}}=\frac{\Delta t \epsilon^{2}}{\Delta t+\epsilon^{2}} \leq \min \left(\Delta t, \epsilon^{2}\right) \tag{8}
\end{equation*}
$$

That is, the scaled equivalent time step $\Delta t_{\text {equiv }}$ is bounded by $\epsilon^{2}$, which is a small value. In [23,24], the authors addressed unconditional stability of AC algorithms given by Eyre [22] and showed that the equivalent time step is bounded.

As Eyre noticed, the explicit Euler's scheme is not gradient stable and it was found that the stable time steps are severely restricted. The implicit Euler's scheme is conditionally gradient stable and it suffers from uniqueness problem of solution with large time steps. It turns out that the allowed time step sizes are just less than twice the explicit Euler's step. The Crank-Nicolson scheme also suffers from the solvability restriction. The semi-implicit Euler's scheme is much better compared to the explicit Euler's scheme, but still not gradient stable [22]. Eyre's scheme (Eq. (5)) also has the equivalent time step limitation. In this paper, we propose an unconditionally stable and accurate numerical method for solving the AC equation. The proposed method is based on operator splitting techniques. The AC equation was divided into a linear and a nonlinear equation. The linear equation was solved using a Crank-Nicolson scheme and the nonlinear equation was then solved analytically due to the availability of a closed-form solution. The main benefit of operator splitting methods is that the stability depends on the minimum of each term rather than the stability of all terms combined. The proposed scheme for the AC equation involves two steps. First, $c_{t}=\Delta c$ is solved numerically using a Crank-Nicolson method. Second, $c_{t}=\left(c-c^{3}\right) / \epsilon^{2}$ is solved analytically.

This paper is organized as follows. In Section 2, we propose an unconditionally stable second-order hybrid numerical method for solving the AC equation. The numerical results showing the accuracy, efficiency, and stability of the proposed method are presented in Section 3. Next, in Sections 4 and 5, we present applications of the AC equation. Finally, conclusions are drawn in Section 6.

## 2. The proposed operator splitting algorithm

In this section, an unconditionally stable second-order hybrid numerical method is proposed for solving the AC equation. The unconditional stability means that arbitrarily large time steps can be used in the numerical algorithm. For simplicity, we shall discretize the AC equation in one-dimensional space, i.e., $\Omega=(a, b)$. Two- and three-dimensional discretizations are defined analogously. Let $N$ be a positive even integer, $h=(b-a) / N$ be a uniform grid size, and $\Omega_{h}=\left\{x_{i}=(i-0.5) h, 1 \leq\right.$ $i \leq N\}$ be the set of cell centers. Let $c_{i}^{n}$ be the approximations of $c\left(x_{i}, n \Delta t\right)$, where $\Delta t=T / N_{t}$ is the time step, $T$ is the final time, and $N_{t}$ is the total number of time steps. The zero Neumann boundary condition, Eq. (2), is first implemented by requiring that for each $n$,

$$
\begin{equation*}
\nabla_{h} c_{\frac{1}{2}}^{n}=\nabla_{h} c_{N+\frac{1}{2}}^{n}=0 \tag{9}
\end{equation*}
$$

where the discrete differentiation operator is $\nabla_{h} c_{i+\frac{1}{2}}^{n}=\left(c_{i+1}^{n}-c_{i}^{n}\right) / h$. We then define a discrete Laplacian operator as $\Delta_{h} c_{i}=\left(\nabla_{h} c_{i+\frac{1}{2}}-\nabla_{h} c_{i-\frac{1}{2}}\right) / h$ and a discrete $l_{2}$ inner product as

$$
\begin{equation*}
\langle\mathbf{c}, \mathbf{d}\rangle_{h}=h \sum_{i=1}^{N} c_{i} d_{i}, \tag{10}
\end{equation*}
$$

where $\mathbf{c}=\left(c_{1}, c_{2}, \ldots, c_{N}\right)$. We also define the discrete $l_{2}$ and maximum norms, respectively, as $\|\mathbf{c}\|_{h}=\sqrt{\langle\mathbf{c}, \mathbf{c}\rangle_{h}}$ and $\|\mathbf{c}\|_{\infty}=\max _{1 \leq i \leq N}\left|c_{i}\right|$. We propose the following operator splitting scheme, which is an unconditionally stable secondorder accurate hybrid scheme:

$$
\begin{align*}
& \frac{c_{i}^{*}-c_{i}^{n}}{\Delta t}=\frac{1}{2}\left(\Delta_{h} c_{i}^{*}+\Delta_{h} c_{i}^{n}\right)  \tag{11}\\
& \frac{c_{i}^{n+1}-c_{i}^{*}}{\Delta t}=\frac{c_{i}^{n+1}-\left(c_{i}^{n+1}\right)^{3}}{\epsilon^{2}} \tag{12}
\end{align*}
$$

Eq. (11) is a Crank-Nicolson scheme for $c_{t}=\Delta c$ with an initial condition $c^{n}$. Using a von Neumann stability analysis [25], it can be seen that this scheme is unconditionally stable. The resulting implicit discrete system of equations can be solved by a fast solver such as a multigrid method [26,27]. Eq. (12) can be considered as an approximation of the equation

$$
\begin{equation*}
c_{t}=\frac{c-c^{3}}{\epsilon^{2}} \tag{13}
\end{equation*}
$$

by an implicit Euler's method with the initial condition $c^{*}$. We can solve Eq. (13) analytically by the method of separation of variables [28]. The solution is given as follows:

$$
\begin{equation*}
c_{i}^{n+1}=\frac{c_{i}^{*} \mathrm{e}^{\frac{\Delta t}{\epsilon^{2}}}}{\sqrt{1+\left(c_{i}^{*}\right)^{2}\left(\mathrm{e}^{\frac{2 \Delta t}{\epsilon^{2}}}-1\right)}}=\frac{c_{i}^{*}}{\sqrt{\mathrm{e}^{-\frac{2 \Delta t}{\epsilon^{2}}}+\left(c_{i}^{*}\right)^{2}\left(1-\mathrm{e}^{-\frac{2 \Delta t}{\epsilon^{2}}}\right)}} \tag{14}
\end{equation*}
$$

The proposed operator splitting algorithm is shown schematically in Fig. 2.


Fig. 2. A hybrid numerical method for the AC equation.


Fig. 3. The evolution of an initial random distribution of concentration, $c(x, 0)=0.01 \mathrm{rand}(x)$. The concentration profile is shown at $t=0$, $3 \mathrm{E}-4$, and $3 \mathrm{E}-3$.

Finally, the proposed scheme can be written as follows:

$$
\begin{align*}
& \frac{c_{i}^{*}-c_{i}^{n}}{\Delta t}=\frac{1}{2}\left(\Delta_{h} c_{i}^{*}+\Delta_{h} c_{i}^{n}\right) \text { for } i=1, \ldots, N \text { and } n=0, \ldots, N_{t}-1  \tag{15}\\
& c_{i}^{n+1}=\frac{c_{i}^{*}}{\sqrt{\mathrm{e}^{-\frac{2 \Delta t}{\epsilon^{2}}}+\left(c_{i}^{*}\right)^{2}\left(1-\mathrm{e}^{-\frac{2 \Delta t}{\epsilon^{2}}}\right)}} . \tag{16}
\end{align*}
$$

## 3. Numerical experiments

In this section, the following numerical tests were performed: finding the relationship between the $\epsilon$ value and the width of the transition layer, traveling wave solutions, the convergence test, stability and accuracy tests, motion by the mean curvature, and the AC equation with a logarithmic free energy. From the results of these numerical tests, it was confirmed that the proposed scheme is second-order accurate in space and time and has unconditional stability.

### 3.1. The relationship between the $\epsilon$ value and the width of the transition layer

Across the interfacial regions, the concentration field varies from -0.9 to 0.9 over a distance of approximately $2 \sqrt{2} \epsilon \tanh ^{-1}(0.9)$. Therefore, if we want this value to be approximately $m(>0)$ grid points, the $\epsilon$ value needs to be taken as follows:

$$
\begin{equation*}
\epsilon_{m}=\frac{h m}{2 \sqrt{2} \tanh ^{-1}(0.9)} . \tag{17}
\end{equation*}
$$

To confirm this, a simulation was run with the initial condition $c(x, 0)=0.01 \operatorname{rand}(x)$ on the unit domain $\Omega=(0,1)$ with $h=1 / 128, \Delta t=\mathrm{E}-5$, and $\epsilon_{4}$. Here, rand $(x)$ is a random number between -1 and 1 . In Fig. 3, the transition layer (from $c=-0.9$ to $c=0.9$ ) is approximately four grid points at time $t=3 \mathrm{E}-3$ (circled line).


Fig. 4. Numerical traveling wave solutions with an initial profile (dashed line), $c(x, 0)=\frac{1}{2}\left(1-\tanh \frac{x}{2 \sqrt{2} \epsilon}\right)$. The final time is $T=2 / s$. The analytic solution at $T$ is a solid line. Lines with symbols, ' $*$ ', ' + ', and ' $\because$ ', represent 128,256 , and 512 grids, respectively.

Table 1
Convergence results in one dimension.

| Case | 128 | Rate | 256 | Rate | 512 | Rate |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\left\\|\mathbf{e}^{N_{t}}\right\\|_{2}$ | $3.444 \mathrm{E}-2$ | 1.973 | $8.775 \mathrm{E}-3$ | 1.962 | $2.252 \mathrm{E}-3$ | 1.924 |  |
| $\left\\|\mathbf{e}^{N_{t}}\right\\|_{\infty}$ | $1.424 \mathrm{E}-1$ | 1.969 | $3.637 \mathrm{E}-2$ | 1.957 | $9.365 \mathrm{E}-3$ | 1.915 |  |

Table 2
Convergence results in two dimensions.

| Case | $128 \times 128$ | Rate | $256 \times 256$ | Rate | $512 \times 512$ | Rate | $1024 \times 1024$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\left\\|\mathbf{e}^{N_{t}}\right\\|_{2}$ | $4.872 \mathrm{E}-2$ | 1.973 | $1.241 \mathrm{E}-2$ | 1.962 | $3.185 \mathrm{E}-3$ | 1.929 | $8.367 \mathrm{E}-4$ |
| $\left\\|\mathbf{e}^{N_{t}}\right\\|_{\infty}$ | $1.425 \mathrm{E}-1$ | 1.969 | $3.639 \mathrm{E}-2$ | 1.960 | $9.351 \mathrm{E}-3$ | 1.924 | $2.465 \mathrm{E}-3$ |

### 3.2. Traveling wave solutions

Traveling wave solutions of Eq. (1) were obtained in the following form:

$$
\begin{equation*}
c(x, t)=\frac{1}{2}\left(1-\tanh \frac{x-s t}{2 \sqrt{2} \epsilon}\right) \tag{18}
\end{equation*}
$$

where $s=3 /(\sqrt{2} \epsilon)$ is the speed of the traveling wave [15]. In Fig. 4, we show the numerical traveling wave solutions (where the lines with symbols ' $*$ ', ' + ', and ' $\because$ ' represent 128,256 and 512 grids, respectively) with an initial profile (dashed line), $c(x, 0)=\frac{1}{2}\left(1-\tanh \frac{x}{2 \sqrt{2} \epsilon}\right)$, on a computational domain $\Omega=(-0.5,5.5)$. The following are selected: final time $T=2 / s$, time step $\Delta t=T / 16$, and $\epsilon=0.0197$. The analytic final profile is $c(x, T)=\frac{1}{2}\left(1-\tanh \frac{x-2}{2 \sqrt{2} \epsilon}\right)$. The convergence of the results with the grid refinement is qualitatively evident.

### 3.3. The convergence test

The rate of convergence of the scheme is difficult to prove analytically. However, numerical experimentation suggests that the scheme is second-order accurate in space and time. A quantitative estimate of the rate of convergence was obtained by performing a number of simulations for the same initial profile on a set of increasingly finer space grids and time steps. The initial conditions are

$$
\begin{align*}
& c(x, 0)=\frac{1}{2}\left(1-\tanh \frac{x}{2 \sqrt{2} \epsilon}\right)  \tag{19}\\
& c(x, y, 0)=\frac{1}{2}\left(1-\tanh \frac{x}{2 \sqrt{2} \epsilon}\right), \quad \text { and }  \tag{20}\\
& c(x, y, z, 0)=\frac{1}{2}\left(1-\tanh \frac{x}{2 \sqrt{2} \epsilon}\right) \tag{21}
\end{align*}
$$

for one-, two-, and three-dimensional tests, respectively. The numerical solutions with initial condition, Eqs. (19)-(21) were calculated on the computational domain $\Omega=(-0.5,1.5), \Omega=(-0.5,1.5) \times(-0.5,1.5)$, and $\Omega=(-0.5,1.5) \times$ $(-0.5 / 8,1.5 / 8) \times(-0.5 / 8,1.5 / 8)$, respectively. For one- and two-dimensional simulations, the parameters are $h=$ $2^{1-n}, \epsilon=0.015$, and $s=3 /(\sqrt{2} \epsilon)$ for $n=7,8,9$, and 10 . For each grid we integrate to time $T=1 / s$ with $\Delta t=h /(16 s)$. Note that as we refine the space step we also refine the time step. The error of the numerical solution was defined as $\mathbf{e}^{N_{t}}=\left(e_{1}^{N_{t}}, e_{2}^{N_{t}}, \ldots, e_{N}^{N_{t}}\right)$, where $e_{i}^{N_{t}}=c_{i}^{N_{t}}-c\left(x_{i}, T\right)$ for $i=1, \ldots, N$. Tables $1-3$ show the discrete $l_{2}$ and maximum norms of the errors and rates of convergence in one, two, and three dimensions, respectively. These results suggest that the scheme is indeed second-order accurate in space and time.

Table 3
Convergence results in three dimensions.

| Case | $64 \times 8^{2}$ | Rate | $128 \times 16^{2}$ | Rate | $256 \times 32^{2}$ | Rate | $512 \times 64^{2}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\left\\|\mathbf{e}^{N_{t}}\right\\|_{2}$ | $3.218 \mathrm{E}-2$ | 1.902 | $8.612 \mathrm{E}-3$ | 1.973 | $2.193 \mathrm{E}-3$ | 1.969 | $5.601 \mathrm{E}-4$ |
| $\left\\|\mathbf{e}^{N_{t}}\right\\|_{\infty}$ | $4.909 \mathrm{E}-1$ | 1.785 | $1.424 \mathrm{E}-1$ | 1.969 | $3.638 \mathrm{E}-2$ | 1.967 | $9.304 \mathrm{E}-3$ |



Fig. 5. (a) One-step evolutions with three different schemes with a time step $\Delta t=1 / \mathrm{s}$. (b) A numerical solution with new hybrid scheme at $t=10 \Delta t$.

### 3.4. Stability and accuracy tests

The stability of the proposed numerical algorithm was compared with those for other methods. Fig. 5(a) shows one-step evolutions with three different schemes with a time step $\Delta t=1 / \mathrm{s}$ and $\epsilon_{7}$, on the computational domain $\Omega=(-0.5,8.5)$ with a 256 grid. The dashed line is the initial configuration, $c(x, 0)=\frac{1}{2}\left(1-\tanh \frac{x}{2 \sqrt{2} \epsilon_{7}}\right)$, and the solid line is the exact solution, $c(x, \Delta t)=\frac{1}{2}\left(1-\tanh \frac{x-1}{2 \sqrt{2} \epsilon_{7}}\right)$, at time $t=\Delta t$. The lines denoted with the star, circle, and diamond symbols are the numerical solutions with the unconditional scheme, implicit Euler's scheme and new hybrid scheme, respectively. The result with the unconditional scheme traveled with the wrong speed, as was expected from the time step rescaling property, Eq. (8). In this case, the equivalent time step of the unconditional scheme is $\Delta t_{\text {equiv }} \approx 0.1115 \Delta t$. The implicit Euler's scheme is unstable and reaches a wrong profile. The new hybrid scheme is closest to the exact solution and is stable with respect to a relatively large time step, $\Delta t=1 / \mathrm{s}$. Fig. $5(\mathrm{~b})$ shows a numerical solution with new hybrid scheme at $t=10 \Delta t$. We can see that the new hybrid scheme is stable with a long time evolution.

Next, we perform a numerical experiment with an example of spinodal decomposition of a binary mixture in order to demonstrate the unconditional stability of the scheme. In this simulation, the initial condition was random perturbation with the maximum amplitude 0.02 :

$$
\begin{equation*}
c(x, y, 0)=0.02 \operatorname{rand}(x, y) \tag{22}
\end{equation*}
$$

A $64 \times 64$ mesh was used on the computational domain $\Omega=(0,1) \times(0,1)$ and different time steps, $\Delta t=100, \Delta t=10000$, and $\Delta t=1000000$, were employed for the time integration. We took the simulation parameters $h=1 / 64$ and $\epsilon_{7}$. In Fig. 6, we display snapshots after ten time step iterations with three different time steps. These results suggest that the scheme is indeed unconditionally stable.

The effect of the equivalent time step was compared with the proposed numerical algorithm. Fig. 7 shows 200-step evolutions using two different schemes with a time step $\Delta t=\epsilon_{7}^{2}$, a 1024 grid and $\epsilon_{7}$ on the computational domain $\Omega=(-0.5,8.5)$. The dashed line is the initial configuration, $c(x, 0)=\frac{1}{2}\left(1-\tanh \frac{x}{2 \sqrt{2} \epsilon_{7}}\right)$, and the solid line is the exact


Fig. 6. Snapshots after ten time step iterations with three different time steps. The time steps are shown below each figure.


Fig. 7. The comparison with equivalent unconditional scheme with $\Delta t=\epsilon_{7}^{2}$ at time $t=200 \Delta t$.
solution calculated using Eq. (18) at time $t=200 \Delta t$. The results denoted with the star and circle are the numerical solutions with the unconditional scheme (Eq. (5)) and the new hybrid scheme, respectively. The result shows that while the numerical solution with the new hybrid scheme is close to the exact solution, the one with the unconditional scheme is far from the exact solution since the equivalent time step is $\Delta t_{\text {equiv }}=\Delta t \epsilon_{7}^{2} /\left(\Delta t+\epsilon_{7}^{2}\right)=0.5 \Delta t$.

### 3.5. Mean curvature flow

Numerical simulations of surfaces evolving according to their mean curvature are presented. Eq. (1) can be rewritten in the following form:

$$
\begin{equation*}
c_{t}=\frac{c-c^{3}}{\epsilon^{2}}+\Delta c \tag{23}
\end{equation*}
$$

It was formally shown that, as $\epsilon \rightarrow 0$, the zero level set of $c$, which is denoted by $\Gamma_{t}^{\epsilon}:=\{\mathbf{x} \in \Omega: c(\mathbf{x}, t)=0\}$, approaches a surface $\Gamma_{t}$ that evolves according to the geometric law

$$
\begin{equation*}
V=-\kappa=-\left(\frac{1}{R_{1}}+\frac{1}{R_{2}}\right) \tag{24}
\end{equation*}
$$

where $V$ is the normal velocity of the surface, $\Gamma_{t}$, at each point, $\kappa$ is its mean curvature, and $R_{1}$ and $R_{2}$ are the principal radii of curvatures at the point of the surface [1,29,30]. In dimensions, with the same radii of curvature, Eq. (24) becomes

$$
\begin{equation*}
V=\frac{1-d}{R} \tag{25}
\end{equation*}
$$

If the initial radius of the circular region is set to $R_{0}$ and the radius at time $t$ is denoted as $R(t)$, then Eq. (25) becomes $\mathrm{d} R(t) / \mathrm{d} t=(1-d) / R(t)$. Its solution is given as follows:

$$
\begin{equation*}
R(t)=\sqrt{R_{0}^{2}+2(1-d) t} \tag{26}
\end{equation*}
$$



(d)

Fig. 8. (a)-(c) show the evolution of the initial concentration $c(x, y, 0)$ given by Eq. (28). The times are shown below each figure. (d) illustrates evolution of the radius with three different $\epsilon$. Lines with the ' + ', ' $*$ ', and 'o' symbols denote $\epsilon_{300}, \epsilon_{100}$, and $\epsilon_{10}$, respectively.

Hence the analytic area $A(t)$ at time $t$ is

$$
\begin{equation*}
A(t)=\pi\left(R_{0}^{2}+2(1-d) t\right) \tag{27}
\end{equation*}
$$

First, a two-dimensional test was performed with the following initial condition:

$$
\begin{equation*}
c(x, y, 0)=\tanh \frac{0.25-\sqrt{(x-0.5)^{2}+(y-0.5)^{2}}}{\sqrt{2} \epsilon} \tag{28}
\end{equation*}
$$

on the computational domain $\Omega=(0,1) \times(0,1)$ with a $512 \times 512$ mesh and a time step $\Delta t=0.0015 h$. Fig. 8(a)-(c) show the evolution of the initial concentration $c(x, y, 0)$ given by Eq. (28). The times are shown below each figure. Fig. 8(d) shows that as the $\epsilon$ size decreases from $\epsilon_{300}$ ('+') to $\epsilon_{100}$ (' $*$ ') and $\epsilon_{10}$ (' $\circ$ '), the numerical area $A(t)$ of the circle, with time, approaches the asymptotic value (solid line) given by Eq. (26).

Next, a three-dimensional test was performed with the following initial condition:

$$
\begin{equation*}
c(x, y, z, 0)=\tanh \frac{0.4-\sqrt{(x-0.5)^{2}+(y-0.5)^{2}+(z-0.5)^{2}}}{\sqrt{2} \epsilon} \tag{29}
\end{equation*}
$$

on the computational domain $\Omega=(0,1) \times(0,1) \times(0,1)$ with a $256 \times 256 \times 256$ mesh and a time step $\Delta t=7 \mathrm{E}-6$. Fig. 9 presents snapshots of the zero isosurface of the solution in three-dimensional space. The times are shown below each figure. At time $t=0.0175$, the numerical radii of the sphere are $0.2999\left(\epsilon_{20}\right), 0.2991\left(\epsilon_{40}\right)$, and $0.2990\left(\epsilon_{60}\right)$, respectively. The analytic radius from Eq. (26) is 0.3. From these two- and three-dimensional numerical tests, it was confirmed that $\Gamma_{t}^{\epsilon} \rightarrow \Gamma_{t}$ as $\epsilon \rightarrow 0$.

Fig. 10 shows the evolution of a star-shaped interface in a curvature-driven flow on the computational domain $\Omega=$ $(0,1) \times(0,1)$ with a $128 \times 128$ mesh and $\Delta t=5 \mathrm{E}-5$. The initial configuration is defined as follows:

$$
\begin{equation*}
c(x, y, 0)=\tanh \frac{0.25+0.1 \cos (7 \theta)-\sqrt{(x-0.5)^{2}+(y-0.5)^{2}}}{\sqrt{2} \epsilon_{4}} \tag{30}
\end{equation*}
$$



Fig. 9. (a) and (b) are initial and final isosurfaces.


Fig. 10. Evolution of a star-shaped interface in a curvature-driven flow. The tips of the star move inward, while the gaps between the tips move outward.


Fig. 11. Evolution of a sphere perturbed with a spherical harmonic in a curvature-driven flow.
where

$$
\theta= \begin{cases}\tan ^{-1}\left(\frac{y-0.5}{x-0.5}\right) & \text { if } x>0.5  \tag{31}\\ \pi+\tan ^{-1}\left(\frac{y-0.5}{x-0.5}\right) & \text { otherwise }\end{cases}
$$

The tips of the star move inward, while the gaps between the tips move outward. Once the form deforms to a circular shape, the radius of the circle shrinks with increasing speed.

Fig. 11 shows the evolution of a sphere perturbed with a spherical harmonic in curvature-driven flow on the computational domain $\Omega=(0,1) \times(0,1) \times(0,1)$ with a $256 \times 256 \times 256$ mesh and $\Delta t=\mathrm{E}-5$. The initial configuration is defined as follows:

$$
\begin{equation*}
c(x, y, z, 0)=\tanh \frac{0.25+0.1 Y_{10,7}(\theta, \phi)-r}{\sqrt{2} \epsilon_{8}} \tag{32}
\end{equation*}
$$

where $r=\sqrt{(x-0.5)^{2}+(y-0.5)^{2}+(z-0.5)^{2}}, Y_{10,7}(\theta, \phi)$ is a spherical harmonic [31],

$$
\theta= \begin{cases}\tan ^{-1}\left(\frac{y-0.5}{x-0.5}\right) & \text { if } x>0.5  \tag{33}\\ \pi+\tan ^{-1}\left(\frac{y-0.5}{x-0.5}\right) & \text { otherwise }\end{cases}
$$

is a polar angle, and $\phi=\cos ^{-1}\left(\frac{z-0.5}{r}\right)$ is the azimuthal angle. As in the two-dimensional case, once the form deforms to a spherical shape, the radius of the sphere shrinks with increasing speed.

Fig. 12 shows the temporal evolution of the two-dimensional dumbbell shape. The initial configuration is given by a dumbbell where the inner strip is centered on $y=0.5$, and has a width of 0.2 , and the circles at either end of the strip have centers at $(0.3,0.5),(1.7,0.5)$ with a radius of 0.2 . The computation is performed on a $512 \times 256$ mesh with $h=1 / 256$, $\epsilon_{15}, \Delta t=8 \mathrm{E}-5$, and $T=0.072$. The thicker line represents the initial configuration and the succeeding contour lines are incremented by the time interval $4.8 \mathrm{E}-3$.


Fig. 12. Temporal evolution of the two-dimensional dumbbell shape. The computation was performed on a $512 \times 256$ mesh with $h=1 / 256, \epsilon_{15}, \Delta t=$ $8 \mathrm{E}-5$, and $T=0.072$. The thicker line represents the initial configuration and the succeeding contour lines are increased by the time interval $4.8 \mathrm{E}-3$.


Fig. 13. Temporal evolution by the mean curvature of the three-dimensional dumbbell shape. (a) The initial surface. The times are shown below each figure. The computation was performed on a $256 \times 128 \times 128$ grid.

Fig. 13 shows the temporal evolution of a three-dimensional dumbbell shape. The initial configuration is given by a dumbbell where the inner cylinder, which is centered on ( $x, 0.5,0.5$ ), has a radius of 0.1 , and the spheres at either end of the cylinder have centers at $(0.3,0.5,0.5),(1.7,0.5,0.5)$ with a radius 0.2 . The computation was carried out on a $256 \times 128 \times 128$ mesh with $h=1 / 128, \epsilon_{8}$, and $\Delta t=4 \mathrm{E}-5$. Initially the radius of the handle was much smaller than that of the spheres on the end. Therefore, the handle was expected to shrink at a faster rate, so the handle would pinch off after some time. The handle pinches off at approximately $t=0.005$, and the two spheres disappear at approximately $t=0.0106$.

Fig. 14 shows the evolution of the double circles on the computational domain $\Omega=(0,1) \times(0,1)$ with a $128 \times 128$ mesh and $\Delta t=6 \mathrm{E}-5$. The initial configuration is defined as follows:

$$
\begin{equation*}
c(x, y, 0)=\tanh \frac{0.4-\sqrt{(x-0.5)^{2}+(y-0.5)^{2}}}{\sqrt{2} \epsilon}-\tanh \frac{0.3-\sqrt{(x-0.5)^{2}+(y-0.5)^{2}}}{\sqrt{2} \epsilon}-1 \tag{34}
\end{equation*}
$$

The smaller circle has a larger curvature, and shrinks faster than the larger circle. After the smaller circle disappears, the larger one also decreases in size.

Fig. 15(a) shows the evolution of the torus in a curvature-driven flow on the computational domain $\Omega=(0,2) \times(0,2) \times$ $(0,1)$ with a $256 \times 256 \times 128$ mesh, $\Delta t=4 \mathrm{E}-5$, and $\epsilon_{8}$. Fig. 15(b) and (c) show the horizontal and vertical sections of the torus, respectively. Unlike for the two-dimensional case, the inner circle increases in size because the mean curvature drives the motion into the inside of the torus. This is a three-dimensional phenomenon.

### 3.6. The Allen-Cahn equation with a logarithmic free energy

Our proposed method can be applied to a class of potentials $F(c)$. For example, let us consider the logarithmic free energy, i.e., $F(c)=\frac{\theta}{2}[(1+c) \ln (1+c)+(1-c) \ln (1-c)]-\frac{\theta_{c}}{2} c^{2}$, where $\theta$ and $\theta_{c}$ are positive constants with $\theta<\theta_{c}$. Fig. 16 shows the logarithmic free energy $F(c)$ with $\theta=1.0$ and $\theta_{c}=1.2$.

In this case, we propose the following operator splitting scheme:

$$
\begin{align*}
& \frac{c_{i}^{*}-c_{i}^{n}}{\Delta t}=\frac{1}{2}\left(\Delta_{h} c_{i}^{*}+\Delta_{h} c_{i}^{n}\right)  \tag{35}\\
& \frac{c_{i}^{n+1}-c_{i}^{*}}{\Delta t}=-\frac{1}{2 \epsilon^{2}}\left(F^{\prime}\left(c^{n+1}\right)+F^{\prime}\left(c^{*}\right)\right) . \tag{36}
\end{align*}
$$

Since a closed-form solution is not available for $c_{t}=-F^{\prime}(c) / \epsilon^{2}$ with a logarithmic free energy, we apply Newton's method [32] to solve Eq. (36). It turns out that Newton's algorithm typically requires only one or two iterations to achieve acceptable accuracy.


Fig. 14. Evolution of the double circles in a curvature-driven flow on the domain $\Omega=(0,1) \times(0,1)$ with a $128 \times 128$ mesh, $\Delta t=6 \mathrm{E}-5$, and $\epsilon_{8}$.


Fig. 15. Evolution of the torus in curvature-driven flow on the domain $\Omega=(0,2) \times(0,2) \times(0,1)$ with a $256 \times 256 \times 128 \mathrm{mesh}, \Delta t=4 \mathrm{E}-5$, and $\epsilon_{8}$.
As a test problem, we consider spinodal decomposition of a binary mixture. The initial condition was random perturbation with the maximum amplitude 0.1:

$$
\begin{equation*}
c(x, y, 0)=0.1 \operatorname{rand}(x, y) \tag{37}
\end{equation*}
$$

on the computational domain $\Omega=(0,1) \times(0,1)$. In this test, a $64 \times 64$ mesh and a time step $\Delta t=5 \mathrm{E}-5$ were used. We took the simulation parameters $h=1 / 64, \epsilon=0.0075, \theta=1.0$, and $\theta_{c}=1.2$. In Fig. 17, we display the evolution of the phase field at different times. From the results it can be seen that our proposed scheme is applicable to the $A C$ equation with potentials other than $F^{\prime}(c)=c^{3}-c$.


Fig. 16. A logarithmic free energy, $F(c)=\frac{\theta}{2}[(1+c) \ln (1+c)+(1-c) \ln (1-c)]-\frac{\theta_{c}}{2} c^{2}$, with $\theta=1.0$ and $\theta_{c}=1.2$.


Fig. 17. The evolutions of the phase field at different times. The times are shown below each figure.

## 4. The application for crystal growth

Crystal growth is a classical example of a phase transformation from the liquid phase to the solid phase via heat transfer. The basic equations of the phase-field model are derivable from a single Lyapunov functional when expressed in the variational form [33]. We begin by rescaling the temperature field $T, U=c_{p}\left(T-T_{M}\right) / L$, where $c_{P}$ is the specific heat at constant pressure, $L$ is the latent heat of fusion, and $T_{M}$ is the melting temperature. The order parameter is given as $\phi$, where we define $\phi=1$ in the solid phase and $\phi=-1$ in the liquid phase. The interface is defined by $\phi=0$. We rescale time throughout by $\tau_{0}$, a time characterizing atomic movement in the interface. Length is rescaled by $w_{0}$, a length characterizing the liquid-solid interface. With these definitions, the model is written as

$$
\begin{align*}
\epsilon^{2}(\phi) \frac{\partial \phi}{\partial t}= & \nabla \cdot\left(\epsilon^{2}(\phi) \nabla \phi\right)+\left[\phi-\lambda U\left(1-\phi^{2}\right)\right]\left(1-\phi^{2}\right) \\
& +\left(|\nabla \phi|^{2} \epsilon(\phi) \frac{\partial \epsilon(\phi)}{\partial \phi_{x}}\right)_{x}+\left(|\nabla \phi|^{2} \epsilon(\phi) \frac{\partial \epsilon(\phi)}{\partial \phi_{y}}\right)_{y}+\left(|\nabla \phi|^{2} \epsilon(\phi) \frac{\partial \epsilon(\phi)}{\partial \phi_{z}}\right)_{z} \tag{38}
\end{align*}
$$



Fig. 18. (a) Sequence of interface shapes for the initial solid in two dimensions with the total time $t=1800$. ((b)-(e)) Sequence of interface 3D shapes in three dimensions.

$$
\begin{equation*}
\frac{\partial U}{\partial t}=D \Delta U+\frac{1}{2} \frac{\partial \phi}{\partial t} \tag{39}
\end{equation*}
$$

where $D=\alpha \tau_{0} / w_{0}^{2}$ and $\alpha$ is the thermal diffusivity. $\lambda$ is the dimensionless coupling parameter. The anisotropic function $\epsilon(\phi)$ in Eq. (38) is defined for the fourfold symmetry as

$$
\begin{equation*}
\epsilon(\phi)=(1-3 \bar{\epsilon})\left(1+\frac{4 \bar{\epsilon}}{1-3 \bar{\epsilon}} \frac{\phi_{x}^{4}+\phi_{y}^{4}+\phi_{z}^{4}}{|\nabla \phi|^{4}}\right) \tag{40}
\end{equation*}
$$

where $\bar{\epsilon}$ is a parameter for the interface energy anisotropy. With the addition of this unconditionally stable hybrid method, for simplicity of exposition, we shall discretize the crystal growth simulation in two dimensions as the following operator splitting numerical algorithm:

$$
\begin{align*}
& \epsilon^{2}\left(\phi^{n}\right) \frac{\phi^{n+1,1}-\phi^{n}}{\Delta t}=2 \epsilon\left(\phi^{n}\right) \nabla \epsilon\left(\phi^{n}\right) \cdot \nabla \phi^{n}+\left(|\nabla \phi|^{2} \epsilon(\phi) \frac{\partial \epsilon(\phi)}{\partial \phi_{x}}\right)_{x}^{n}+\left(|\nabla \phi|^{2} \epsilon(\phi) \frac{\partial \epsilon(\phi)}{\partial \phi_{y}}\right)_{y}^{n},  \tag{41}\\
& \epsilon^{2}\left(\phi^{n}\right) \frac{\phi^{n+1,2}-\phi^{n+1,1}}{\Delta t}=-4 \lambda U^{n} F\left(\phi^{n+1,1}\right),  \tag{42}\\
& \epsilon^{2}\left(\phi^{n}\right) \frac{\phi^{n+1,3}-\phi^{n+1,2}}{\Delta t}=\epsilon^{2}\left(\phi^{n}\right) \Delta \phi^{n+1,3},  \tag{43}\\
& \epsilon^{2}\left(\phi^{n}\right) \frac{\phi^{n+1}-\phi^{n+1,3}}{\Delta t}=-F^{\prime}\left(\phi^{n+1}\right)  \tag{44}\\
& \frac{U^{n+1}-U^{n}}{\Delta t}=D \Delta_{d} U^{n+1}+\frac{\phi^{n+1}-\phi^{n}}{2 \Delta t} \tag{45}
\end{align*}
$$

where $F(\phi)=0.25\left(\phi^{2}-1\right)^{2}$ and $F^{\prime}(\phi)=\phi\left(\phi^{2}-1\right)$. With this updated value of $\phi^{n+1}$, we calculate $U^{n+1}$ using Eq. (45).
In our numerical experiments, the initial interfaces in two and three dimensions are specified, respectively, by

$$
\phi(x, y)=\tanh \left(\frac{R_{n}-\sqrt{x^{2}+y^{2}}}{\sqrt{2}}\right)
$$

$$
\begin{align*}
& U(x, y)= \begin{cases}0 & \text { if } \phi>0 \\
\Delta & \text { else }\end{cases}  \tag{46}\\
& \phi(x, y, z)=\tanh \left(\frac{R_{n}-\sqrt{x^{2}+y^{2}+z^{2}}}{\sqrt{2}}\right) \\
& U(x, y, z)= \begin{cases}0 & \text { if } \phi>0 \\
\Delta & \text { else }\end{cases} \tag{47}
\end{align*}
$$

And the following parameters are used: time step $\Delta t=0.15$, uniform grid size $h=0.78, R_{n}=14 d_{0}, d_{0}=0.277, D=2$, $\lambda=3.191, \bar{\epsilon}=0.05$, and $\Delta=-0.55$. In Fig. 18, we show the temporal evolutions of the crystal growth in two and three dimensions.

## 5. The application for image segmentation

The segmentation of structure from images is an important first step for object recognition, interpretation and image inpainting. One of the approaches is a variational model, in which the image segmentation is obtained as the minimizer of the piecewise constant Mumford-Shah functional. A phase-field approximation for minimizing the Mumford-Shah functional, by using $A C$ equation to replace the length of the segmenting curve $C$, is given by the following gradient descent flow equation:

$$
\begin{align*}
& \phi_{t}=-\frac{F^{\prime}(\phi)}{\varepsilon^{2}}+\Delta \phi-\lambda\left[(1+\phi)\left(f_{0}-c_{1}\right)^{2}-(1-\phi)\left(f_{0}-c_{2}\right)^{2}\right]  \tag{48}\\
& \phi(\mathbf{x}) \begin{cases}>0 & \text { if } \mathbf{x} \in \text { inside } C \\
=0 & \text { if } \mathbf{x} \in C, \\
<0 & \text { if } \mathbf{x} \in \text { outside } C\end{cases} \tag{49}
\end{align*}
$$

where $F^{\prime}(\phi)=\phi\left(\phi^{2}-1\right), \lambda$ is a nonnegative parameter and $f_{0}$ is the given image. Also $c_{1}$ and $c_{2}$ are the averages of $f_{0}$ in the regions $(\phi \geq 0)$ and ( $\phi<0$ ), respectively:

$$
\begin{equation*}
c_{1}=\frac{\int_{\Omega} f_{0}(\mathbf{x})(1+\phi(\mathbf{x})) \mathrm{d} \mathbf{x}}{\int_{\Omega}(1+\phi(\mathbf{x})) \mathrm{d} \mathbf{x}} \quad \text { and } \quad c_{2}=\frac{\int_{\Omega} f_{0}(\mathbf{x})(1-\phi(\mathbf{x})) \mathrm{d} \mathbf{x}}{\int_{\Omega}(1-\phi(\mathbf{x})) \mathrm{d} \mathbf{x}} \tag{50}
\end{equation*}
$$

Then using an unconditionally stable hybrid method, the following operator splitting numerical algorithm is proposed:

$$
\begin{align*}
& \frac{\phi^{n+1,1}-\phi^{n}}{\Delta t}=-\lambda\left[\left(1+\phi^{n+1,1}\right)\left(f_{0}-c_{1}\right)^{2}-\left(1-\phi^{n+1,1}\right)\left(f_{0}-c_{2}\right)^{2}\right]  \tag{51}\\
& \frac{\phi^{n+1,2}-\phi^{n+1,1}}{\Delta t}=\Delta_{d} \phi^{n+1,2}  \tag{52}\\
& \frac{\phi^{n+1}-\phi^{n+1,2}}{\Delta t}=-\frac{F^{\prime}\left(\phi^{n+1}\right)}{\epsilon^{2}} \tag{53}
\end{align*}
$$

In our numerical experiments, we normalize the given image $f$ as $f_{0}=\frac{f-f_{\min }}{f_{\max }-f_{\min }}$, where $f_{\max }$ and $f_{\min }$ are the maximum and the minimum values of the given image, respectively. Then $f_{0} \in[0,1]$. We simply used $\phi=2 f_{0}-1$ as the initial condition. In Fig. 19(a) we show the original image of Europe night light. And in Fig. 19(b)-(d) we show the segmentation of the initial image with different iterations. The computational domain is $\Omega=(0,1) \times(0,1)$ with a $256 \times 256$ mesh. The interface parameter $\epsilon_{600}$, time step $\Delta t=1.25 \mathrm{E}-4$, and $\lambda=7.5 \mathrm{E}+4$ are used. We show that our proposed scheme can also be used to solve the image segmentation problem.

## 6. Conclusions

As Eyre noticed, the explicit Euler's scheme for the CH equation is not gradient stable and the stable time steps are severely restricted. The implicit Euler's scheme is conditionally gradient stable and it suffers from the uniqueness problem for solutions with large time steps. It turns out that the allowed time step sizes are just less than twice the explicit Euler's step. The Crank-Nicolson scheme also suffers from the solvability restriction. The semi-implicit Euler's scheme is much better than the explicit Euler's scheme, but still not gradient stable [22]. Eyre's scheme also has the equivalent time step limitation. In this paper, an unconditionally stable second-order hybrid numerical method was developed for solving the AC equation. The proposed method was based on operator splitting techniques. The linear equation was solved using a Crank-Nicolson scheme and the nonlinear equation was then solved analytically. A variety of numerical experiments were presented to confirm the accuracy, efficiency, and stability of the proposed method. In particular, the scheme was shown to be unconditionally stable and second-order accurate in both time and space.


Fig. 19. Europe night light. (a) Original image, (b) contour of the initial image, (c) two iterations, and (d) twenty iterations.
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