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Abstract This paper presents a conservative finite difference scheme for solving the N-component Cahn—Hilliard
(CH) system on curved surfaces in three-dimensional (3D) space. Inspired by the closest point method (Macdon-
ald and Ruuth, SIAM J Sci Comput 31(6):4330-4350, 2019), we use the standard seven-point finite difference
discretization for the Laplacian operator instead of the Laplacian—Beltrami operator. We only need to indepen-
dently solve (N — 1) CH equations in a narrow band domain around the surface because the solution for the Nth
component can be obtained directly. The N-component CH system is discretized using an unconditionally stable
nonlinear splitting numerical scheme, and it is solved by using a Jacobi-type iteration. Several numerical tests are
performed to demonstrate the capability of the proposed numerical scheme. The proposed multicomponent model
can be simply modified to simulate phase separation in a complex domain on 3D surfaces.

Keywords Closest point method - Conservative scheme - N-component Cahn—Hilliard equation - Narrow band
domain

1 Introduction

The Cahn—Hilliard (CH) equation was originally proposed to model spinodal decomposition of binary alloys [1].
This equation can be applied to model many important phenomena such as tumor growth simulation [2,3], topology
optimization [4], 3D volume reconstruction, surface diffusion motion [5], phase separation [6], surfactant dynamics
[7], and multiphase fluid flows [4]. For the numerical, mathematical, and physical derivations, and the practical
applications of the CH equation, please refer to [8,9] and the references therein.

The multicomponent CH system can have more applications than the binary CH equations, e.g., multicompo-
nent buoyancy-driven mixing simulation [10], double emulsion formation [11], multicomponent Kelvin—Helmholtz
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Fig.1 Schematic

representation of S, £25,
9525, and cp(x). (Color
figure online)

7
0

instability [12], and multiphase alloys [13]. Lee and Kim [14] proposed a nonlinear multigrid method for multicom-
ponent CH system. This approach reduces the CPU time consumed in computation. Then Lee et al. [15] presented
an unconditionally gradient stable scheme for solving the N-component CH equation; this approach only needs to
solve (N — 1) CH equations. Li et al. [16] extended the multicomponent CH system to complex domains, which
can easily treat the contact angle boundary condition and can be accurately applied to the adaptive mesh method.
Jeong et al. [17] proposed a practical and efficient method for solving the binary CH system in complex domains
using the modified ternary CH model. Although the aforementioned methods can efficiently simulate the dynamics
of a multicomponent CH system, the computation is limited to flat planes.

Recently, numerical methods for solving the binary CH equation on curved surfaces have been proposed. In
[18], the authors rigorously studied a fully discrete finite element method (FEM) for solving the CH equation on
a general surface. In [19], an efficient direct discretization method was developed for solving the CH equation
on unstructured triangular surfaces. The authors in [20] considered the CH equation on evolving surfaces. As an
extension, the authors in [21] presented a second-order unconditionally stable scheme for solving the phase-field
crystal equation on various closed surfaces. In [22], the authors developed a surface FEM for obtaining the numerical
solution of the CH equation on a hypersurface I in R, The authors in [23] developed a finite difference method
(FDM) for solving the CH equation on implicit surfaces defined using a level set function. In a recent study [24],
the authors presented an efficient, conservative, and accurate numerical method for solving the CH equation with
generalized mobilities on curved surfaces in 3D space. However, to the best of our knowledge, there are few studies
that involves the multicomponent CH system on curved surfaces in a 3D space.

As an extended research of [24], we use a simple and computationally efficient conservative FDM for the N-
component CH system on curved surfaces in 3D space. We employ the unconditionally gradient stable nonlinear
splitting numerical scheme for solving the (N — 1) CH equations [25] and solve the discrete equations on a 3D
narrow band domain by using a Jacobi-type iteration. For mass conservation, we apply a mass correction algorithm.
We perform several numerical tests to demonstrate that the proposed method is efficient, simple, and conservative.
Note that the signed distance function can only be defined for closed surfaces; therefore, all the curved surfaces in
this study are closed.

The paper is organized in the following manner. We describe the N-component CH system with generalized
mobilities on a 3D narrow band domain in Sect. 2. In Sect. 3, we present the numerical scheme. We provide the
computational results in Sect. 4. Finally, conclusions are drawn in Sect. 5.

2 The N-component CH system

Let R? and 25 = {y|y = x + 6n(x) for |#| < 8, x € S} be a narrow band domain on a surface S, where n(x) is a
normal vector. Figure 1 shows the schematic illustrations of S, £25, and 9£25.

We consider an N-component admissible system in R3.Lete = (c1, c2, ..., cn) be the phase variable of each
component in the system. The admissible state belongs to the Gibbs N-simplex,

N
G::{ceRN‘ch=l,056151, M
=1
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where [ is an index denoting the /th component in the entire system. The Ginzburg-Landau-type free energy can
be written as

N 2
S(c)=/QZ<F(CI)+%IVCI|2>dx, @)
=1

where F(c;) = 0.25c12 (c; — 1)? and € is constant. The governing equation for ¢; is given by the N-component CH
system with generalized mobilities:

dcy(x, 1)
T =V - [IMx)Vu(x, )], xe 25, t >0, 3)
ui(x, 1) = F'(c/(x, 1)) — €2 Acy(x, 1) + B(©), 4)

where ¢;(X, t) is the mass fraction of the /th component of the N-component mixture. M;(X, t) is the generalized
mobility, and we set it as 1 for simplicity. B(¢) = —(1/N) ZINZI F'(c;) is a Lagrange multiplier to satisfy the total
mass conservation given in Eq. (1) [26]. We notice that only (N — 1) phase variables need to be calculated because
cy=1-— Zl | Lo/ Weuse a pseudo-Neumann boundary condition:

ci(x,t) = c/(cp(x), 1) on 0825, 5)

where cp(x) € S for x € 025 is the closest point [27] (Fig. 1). For some details of the closest point method, see
[28]. For a more detailed introduction and application of multicomponent CH system, please refer to [26]. Note
that the equations in this study are solved in the narrow band domain around the surface instead of being solved
directly on the surface. If we take a small enough domain width &, then the numerical solution of Egs. (3) and (4),
with the pseudo-Neumann boundary condition in Eq. (5), yields a ¢; that is constant along the direction normal to
the surface. Thus, we can use the standard Laplacian operator instead of the Laplace—Beltrami operator [29] in the
narrow band domain.

3 Numerical solution algorithm

We describe the numerical solution for the N-component CH system on §25. We discretize the N-component CH
system in £2 = (a,b) x (c,d) x (e, f) embedding §2s. Let Ny, Ny, and N, be integers, h = (b — a)/Ny =
(d —¢)/Ny, = (f —e)/N. be the space step, and 2" = {Xijk = (xi,yj,2) = (@a+hi,c+hj,e+ hk)|0 <i <
Ny,0 < j < N,y,0 <k < N} be the discrete domain. Let cﬁijk be approximation of ¢;(x;, y;, zx, nAt), where
At is the temporal step. Let § = {x € R3| ¥ (x) = 0}, where ¢ : R?> — R is the signed distance function to S.
Let .Qg’ = {X;jk| |¥ijk| < &} be the discrete domain with § > V/3h. Note that the closest points of all the boundary
points are calculated by using trilinear interpolation. Therefore, the discrete narrow band domain .le must include
all the interpolation stencils; this means that we need to take § > ~/3h; otherwise, the boundary point may be
included as an interpolation stencil. A schematic illustration is shown in Fig. 2.

Letlcill 2o = \/(1/#52;) Y e c,%l.jk,where#szg is the cardinality of 22" Let 321 = {x;jx| Iijx|Valijk| #
0} be the discrete boundary, where Vj, I;jx = (i1, jx — Li—1,jk» I j+1.6 — 1ij—1,k> Lijk+1 — 1ij.k—1)/(2h). Here,
Lijk = 0if x;% € .Qg’; otherwise I;jx = 1. We use the unconditionally stable discretization of the N-component
CH system given by Eqgs. (3) and (4) [16]:

n+1

c —cm..
Lijk Lijk 1 h
—_ - = Ah,u,?j;.k for x;j; € 82§, (6)
At
n+l
n+l _ n+1 CLijk lljk 2 n+1
Kpijk = F( It]k)+ 4 4 +5( ljk)+€ Anc ks 7

2 .
whereﬂ(c?jk) =—(1/N) ZzNzl F/(C?,ijk) = —(1/N) Zﬁl[(cﬁijkf — 1.5(cl'"ijk) +0.5cl'"l.jk]; further, we split the
nonlinear term F/(cl,,'jk) into the difference of two convex functions: F| = F/(cl,,'jk) +ocijk/4and Fr = cpjji /4
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Fig. 2 Schematic
illustration of boundary
point X;j and its closest
point cp(x;;j). Note that the
boundary point is included
as an interpolation stencil.
Therefore, the relationship
5 > \/gh must be satisfied

then, we treat F implicitly and F; explicitly. The boundary condition is denoted by

n+1 __ C;H—l

n+l1 _  n+l
CLijk = =M

(ep(xijr)) and  pf (ep(xijx))  for x;jx € 9823

Here, Ay, is the standard seven-point discrete Laplacian operator defined as Ajcpijx = (crijk—1 + Clijk+1 +
2
ClLij—1.k T ClLij+1k + Cli=1,jk + ClLi+1,jk — 6criji)/h”. Let

Vi lYijkl
[ValWijl?
Since cp(x;jx) is typically not a grid point, ¢;' (cp(X;j)) is obtained using the trilinear interpolation method. For

eachx;j; € 8.(2?, we compute cp(X;;x) using Eq. (8) and derive the cube cell, [xp, Xp11) X [Vg, Yg+1) X [2r, 2r41)s
containing the point cp(x; k). Let (a1, a2, @3) = cp(X;jk) — (xp, Vg, 2r), then

[Vijkl. (8)

cp(Xijk) = Xijk —

cr(epiji)) = [(h — a1)(h — a2)(h — @3)c), pgr + 1 (h — @2)(h — a3)cr, pr1.gr
+ (h —apar(h — az)cr pg+1,r +@102(h — a3)Cl pti,g+1.r
+ (h — o) (h — a2)azcr, pgr+1 + o1 (h — @2)a3cr, pii,g.r+1
+ (h — QD)0203C1, p g+ 1,r4+1 + A10003CL pi1,g+1,r4+1]/ 1.

Note that we can use a high-order polynomial interpolation with a thicker narrow domain as followed in [30].
To solve the implicit discrete equations (6) and (7), we use the Jacobi iteration. For a given numerical solution

n n n+1,1 _  n n+1,1 _  n . . . .. .
Clijk and I] ;x> assume that CLik = CLijk and Mgk = I ks then, iterate the following Jacobi iterative
equations (9) and (10) until a stopping criterion is satisfied, i.e., ||cl"Jrlmerl — c?+1’m||L2(_Q§l) < tol. Here, cf“’m
and clnH’erl are the iterative solutions after the mth and (m + 1)th rounds of Jacobi iterations. For all x;; € .Qah,

n+1,m+1

CLijk 6\ ntlmtl

— o T\ 3 ik

At h% )b
n n+1,m n+1,m n+1,m n+1,m n+1,m n+1,m
_ ClLijk N K itk T izt e Rk N Mg itk T Pijart T R e—1 ©)
At h? h? ’
n+1,m\2 662 n+1,m n+1,m+1 n+1,m+1
— 3(Cl,ijk ) + _h2 — 3Cl,ijk + 075 Cl,ijk + l'l/l,ijk
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= —2(6‘1"’;;}6’"1)3 + 1.5(C"+1’m)2 . i( n+1,m +Cn+1,m +cn+1,m )

1,ijk 2 it jk T L1kt i1k
2
€ n+1,m n+1,m n+1,m n n
o7 Cimre T i+ Ciji-D) + B(elji) — 0.25¢] . (10)

Then, we provide the main procedure of the Jacobi-type iteration, where Eqgs. (9) and (10) are first rewritten into
the following matrix forms:

n+1,m+1
(A B> Clijk . (E)
CD M;l,j}i,m-i-l F
Here, A = 1/At, B = 6/h% C = —[3(c]F™)? + 6¢2/h? = 3¢/ L™ +0.75], D = 1, E and F represent the

Lijk
n+1,m+1 n+1,m+1

right-hand terms in Eqs. (9) and (10), respectively. The solutions of ¢; ; ik and p; ; ik can be calculated by

ey (A B>_1<E>

wi" ) \eD F)
The Jacobi-type iteration in one time step can be described by the following three steps:
Step 1 Satisfy the initial assumption: cﬁj}(’o =c[;j and ,uﬁ;.}c’o =Wl

n+1,m n+1,m . . . n+1,m+1 n+1,m+1 .
Step 2 Update Clijk and My iji using the matrix above to obtain Clijk and ik for the whole domain.

Step 3 Check the L2 norm: Hc;"H"”Jrl —c;’H’m
Otherwise, Step 2 is continued.

The procedure given here completes the Jacobi-type iteration in one time step. To satisfy the conservation property
on curved surfaces, we require

1 n+1 1 n 1 0
20l Z Cl,ijk:W Z Cl,ijkz"'zm Z Clijk an

8 h 8 h 8 h
X,'jkE.QB X,'jkE.QS X,’jkEQS

|| 2@ §’); if itis less than the given tolerance tol, we stop the iteration.

Let cl";ﬁ = cl";';}c* +a*/F (cﬁ;}{*), where c;’;;}c* is the converged solution obtained by solving Egs. (9) and
(10). To satisfy Eq. (11), «* is computed as following

* 0 n+1,% n+1,*
o = Z (cl,ijk ~ ClLijk )/ Z vV F(Cl,ijk )
x,-jkeﬂg XijkEQg
For the correction step, we have
0 n+1,%
B h (c o — Cy s )
ntl _ okl ZXz/kE% Lijk  "Lijk nt1,x
CLijk = CLijk T — F(c/707)- (12)

in_,kegg’ F(Cl,ijk )

Here, the form +/F (c;) is used because we want to add or subtract the mass fraction at the interfacial transition
region, and </F (c;) is an analytic form for the hyperbolic tangent interfacial transition profile. We note that the mass
correction algorithm for binary CH equation was proposed in [24] to satisfy mass conservation. Here, we extend
the correction step (12) for the N-component CH system to achieve the mass conservation of (N — 1) components;
thus, the mass conservation of Nth component is naturally satisfied.

4 Numerical results

Several computational experiments including mass conservation are performed to demonstrate the capability of the
proposed numerical scheme. If we take € as €,, = (mh)/[4+/2tanh~'(0.9)], then we have a transition layer of
thickness mh [31]. Unless otherwise specified, we use M(¢) = 1,€ = €3,8 = 1.14/3h, and tol = 0.001 in all
numerical simulations.
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—o—0C -0 —6—oa

-n =0 —n
G —q o e g —q o e
* c * c3
0.5 0.5}

(a) At =0.1h b) At=h

Fig. 3 Temporal evolutions of ¢}/ — 6? with a At = 0.1h and b At = h. (Color figure online)

4.1 Mass conservation

First, we investigate the conservation of mass. The surface is defined as the zero iso-surface of ¥ (x,y,z) =
\/(x —0.52+ (y — 0.5)2 4 (z — 0.5)2 — 0.4 on the whole domain (0, 1) x (0, 1) x (0, 1). The initial conditions
are

—0.460 + = %’” —0.03cos(2m
c1(x, y,2,0) = 0.5+ 0.5 tanh Qo))
26
—0.40 + 127 — 0.03 cos(27¢)
c2(x,y,2,0) = 0.5+ 0.5 tanh 7 —e1(x, v, 2,0),
€
—0.46 4 3% — 0.03 cos(27
c3(x,y,2,0) =05 +0.5tanh( § e ( ¢)> —c(x, y,2,0),

c4(x,y,2,0) =1—-ci1(x,y,2,0) —c2(x, y,2,0) — c3(x, y,2,0),

where r = /(x —0.5)24+(y — 052+ (z—0.5)2, 6 = cos '((z — 0.5)/r), ¢ = tan~'((y — 0.5)/(x —
0.5)) and x # 0.5. We use 2 = 1/80 and two different time steps, At = 0.1k and At = h, in our simula-
tion. The computation is performed until # = 5. The average value of each mass fraction of cy, ¢, and c3 is defined
as

Figure 3a, b shows the temporal evolutions of Ef — E?, where [ = 1, 2, 3 with At = 0.1h and At = h. The
embedded small figures are the corresponding phase configurations, where c1, ¢», and c3 are in the red, deep blue,
and yellow regions, respectively. Table 1 shows the average mass fraction values for two different time steps. We
can find that the mass conservation is well satisfied, and the conservative error does not appear even if a larger
time step is used. By comparing the table with Fig. 3a and b, we can observe that the interfaces almost reach the
equilibrium (flat) state if we use Ar = 0.1h. However, the interfaces are not flat if a larger time step At = h is
used. This phenomenon indicates that using a smaller time step is better for obtaining a more accurate solution.
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A conservative finite difference scheme for the N-component Cahn—Hilliard system 155

Table 1 Average values of mass fractions with two different time steps

t 0 1000A¢ 20004t 3000A¢ 40004t (At =0.1h)
t 0 100At 200At 300A¢ 400At (At =h)

1 0.3088 0.3088 0.3088 0.3088 0.3088

c2 0.1909 0.1909 0.1909 0.1909 0.1909

c3 0.1915 0.1915 0.1915 0.1915 0.1915

4.2 Four-component phase separation on a spherical surface

Inappropriate treatment of the multicomponent CH system may cause the nonphysical overlap of each phase
component. To verify the proposed numerical method for solving the multicomponent CH equation on curved
surfaces, we numerically study the four-component phase separation on a sphere. In this simulation, we use 4 = 0.01
and At =0.1on 2 = (0, 1) x (0, 1) x (0, 1). The initial condition is defined as

(1,0,0) if rand;jx < .
(0,1,0) elseif rand;
(0,0,1) elseif rand;
(0,0,0) otherwise,

IA

(crijks c2ijks €3,ijk) = (13)

A
Al NI~

where rand; j; are random numbers between 0 and 1 at each position x;j; € Qg’ Figure 4a—c shows the results of
four-component phase separation on a spherical surface at t = 0, 200A¢, and 1000A¢, respectively. The figures
from the top to bottom in each row represent the distributions of the four components: ¢ (red), c; (deep blue),
c3 (yellow), and c4 (orange), respectively. Note that the green regions here indicate the background color of the
spherical surface. As we can observe, the four different components do not overlap each other, thereby indicating
that our method can qualitatively simulate the process of four-component phase separation on a curved surface.

4.3 Numerical verification of unconditional stability

An unconditionally stable nonlinear splitting scheme was originally proposed by Eyre [25] to numerically solve
the phase-field equations. The scheme splits the nonlinear term in the equations into the difference of two convex
functions, and it is unconditionally stable. Recently, Lee et al. [15] and Li et al. [16] extended this scheme to solve
the multicomponent CH system in the Cartesian coordinate system. To verify the unconditional stability of the
proposed method, the numerical tests with the same initial condition as described in Sect. 4.2 are performed on a
spherical surface in a series of time steps: At = h, 10k, and 100A. £2 = (0, 1) x (0, 1) x (0, 1) is discretized with
a uniform mesh size 7 = 0.01. The discrete total energy is defined as

N 2
€ 2 2 2
En(e) = Z Z {F(C?,ijk) + W[(C?ﬁl,/k = i) (Fijrrn = i)™+ (ijrer = Cije) ]}
=1 x,-jke.Qé‘
Figure 5 shows the temporal evolutions of the normalized discrete total energy &, (¢) = Ex(c*) /&) (¢Y) with different

time steps. It can be observed that the energy stability is satisfied even when large time steps are used.

4.4 Verification of mass correction

In this part, we verify the mass correction step, given in Eq. (12), by the following two tests. First, we test the
efficiency of mass correction on mass conservation. The initial conditions for ¢ (red circle), ¢, (deep blue circle),
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Fig. 4 Four-component phase separation on a spherical surface. a r = 0, bt = 200Az, ¢ t = 1000A¢. (Color figure online)
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Fig. 5 Temporal evolutions 1 T T T
of the normalized discrete +§f = ’th
: ; —o— At =
total energy with large time At — 100k
steps
15 20

(@) ®) 5"
117}

1

091

0.8}

0.7

—o&— ¢ without correction
O c2 without correction

0.6| % 3 without correction

—=&— ¢, correction

0.5f| & ¢ correction

X g correction

0.4 : : :
0 0.5 1 15 4

Fig. 6 a Initial conditions. b Temporal evolutions of each mass fraction ¢;. (Color figure online)

and c3 (yellow circle) are shown in Fig. 6a, where c4 is the green region. Note that each circle has the same size.
The numerical tests are performed on a spherical surface in a 3D domain £2 = (0, 1) x (0, 1) x (0, 1). We use
h = 1/60, At = 0.1h. The temporal evolutions of each mass fraction ¢; are shown in Fig. 6b. In the case where
mass correction is used, the mass fractions of ¢j, ¢z, and c¢3 remain constant. In the case where mass correction
is not used, the mass fractions of ¢y, ¢z, and c3 decrease with time. Because mass conservation is an important
problem in the simulation of N-phase CH system, therefore mass correction is necessary.

Next, we simulate the triple junction formation on a spherical surface with and without mass correction to
investigate the effect of mass correction on phase dynamics. In this test, we use & = 1/80, At = 0.1h. Figure 7a
and b shows the temporal evolutions with and without mass corrections, respectively. Here, c1, ¢2, and c¢3 are the
red, deep blue, and green regions, respectively. It is evident that the evolutional profiles are almost the same. There
is no obvious effect of mass correction on the phase dynamics.

4.5 The average CPU time consumed for N-component system

In one time step, the numerical method described in Sect. 3 is used to solve the N-component system continuously
(i.e., after the computation of ¢ throughout the domain, the same numerical method is then used to solve c¢;, then
we solve c¢3. Finally, cy is solved after the computation of ¢y _1). In this approach, if we add one more component,
the time required to solve it must be added throughout the domain; therefore, the average CPU time must exhibit a
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Fig. 7 Temporal evolutions of a triple junction a with and b without mass correction. The times from the left to right in each row are
At =0, 1200A¢, and 12000 A¢. (Color figure online)

linear relationship with respect to the number of components. We calculate the average CPU time (in s) consumed
for solving an N-component system. The computation is performed on a sphere embedded in a unit cube. Here,
h = 0.01 and Ar = 0.1 are used. The initial conditions for three-, four-, five-, and six-component systems are
generated randomly. For ¢ = 1, ..., 100, let R; = 0.12 + 0.05 rand be a random radius of the given sphere, where
rand is a random number between 0 and 1. Let O, = (R, R, R,) + (1 — 2R, )(rand, rand, rand) be the center of
the sphere. We initialize all the concentrations as zero. Then, for g = 1, ..., 100, we assign the value 1 (inside the
sphere) to a randomly chosen c;; the other concentrations are set to zero. The main procedure for the assignment of
phase-field values is described as follows:

Step 1 We first set ¢;(x) at zero in the whole domain.

Step 2 A random center point Oy is generated in the domain.

Step 3 We check the condition: [x — Og| < R,,, we set ¢;(x) = 1 if this condition is satisfied.
Step4Lletg=g+1.

We repeat Step 2—4 until g = 100. Note that if a new sphere overlaps the previously assigned values, we overwrite
the value.

Figure 8a gives the schematic illustration of randomly distributed spheres. Table 2 provides the average CPU time
that is required to advance 1000 time steps for different number of components. The plot of the average CPU time
versus the number of components is shown in Fig. 8b. We observe that the change in average CPU time exhibits a
linear relationship with respect to the number of components. In this simulation, the computations are performed by
using a generic C program, therefore we calculate the average CPU time consumed for solving the main procedure
by using a clock() function.

4.6 Triple junctions in a cube surface
In this simulation, we investigate the effect of triple junctions on a cube surface for three-, four-, and five-component

phase evolution. Here, we use 2 = 0.01, At = 0.1, and 2 = (0, 1) x (0, 1) x (0, 1). The cube surface is represented
by

¥ (x, y, z) = min(max(%, max (3, 2)), 0) + \/max()?, 0)2 4+ max(y, 0)2 4+ max(z, 0)2, (14)
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(b) o55

O Average CPU time D
05 3

Linear

0.45

0.4

0.35

Average CPU time(s)

0.3

0.25

0.2 * : * : *
0.5 ' 3 3.5 4 45 5 5.5 6
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Fig. 8 a Schematic illustration of randomly distributed spheres. b Average CPU time(s) versus the number of components. (Color
figure online)

Table 2 Average CPU times for different number of components

N-component 3 4 5 6

Average CPU time 0.224 0.323 0.416 0.512

where ¥ = |x — 0.5| — 0.4,y = |y — 0.5 — 0.4, Z = |z — 0.5] — 0.4. The initial conditions for the three-, four-,
and five-component evolutions are shown at the left side of Fig. 9a—c, respectively. The figures in the middle and
right of each row represent the results for t = 100A¢ and t = 1000A¢, respectively. For a three-component system,
the red, deep blue, and green regions represent cy, ¢, and c3, respectively. For a four-component system, the red,
deep blue, yellow, and green regions represent cy, ¢, ¢3, and c4, respectively. For a five-component system, the red,
deep blue, yellow, light blue, and green regions represent the c1, 2, ¢3, c4, and cs, respectively. We can observe that
the system with more components reaches the local equilibrium state (the triple junction angles approach the true
value 120°) faster. To explain this phenomenon, we consider the front of the cube. In the total energy functional
Eq. (2), because F(¢) is symmetric and the interaction parameter € is constant, the triple junction angles approach
120 degree as they approach local equilibrium states. If the number of components increases, the local equilibrium
state can be achieved faster by moving a relatively lesser quantity of each component; therefore, the evolutional
dynamics in this case is faster than in the case with fewer components.

4.7 Multicomponent evolution on various surfaces

In this test, we perform the numerical simulations of three- and six-component phase separation on a sphere, a
cube, and a rabbit-shaped surface. We use 7 = 0.01 and Az = 0.1 0on £2 = (0, 1) x (0, 1) x (0, 1) for the sphere
and cube surfaces and 7 = 0.5 and At = 0.2 on £2 = (0, 68.5) x (0, 68.5) x (0, 68.5) for the rabbit-shaped
surface. The method for generating the signed distance function for a rabbit-shaped surface can be found in [32].
The initial conditions are generated randomly as done in Sect. 4.2. Figures 10, 11,and 12a, b show the temporal
evolutions for three- and six-component conditions on a sphere, a cube, a rabbit-shaped surface, respectively. In the
three-component condition, the red, deep blue, and green regions represent the phases c1, ¢z, and c3, respectively.
In the six-component condition, the phases c1, ¢2, c3, c4, ¢s5, and cg are represented by the red, deep blue, yellow,
light blue, orange, and green regions, respectively. For sphere and cube surfaces, the times from the left to the right
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(a) i
(b) I
(c)

t=20 t = 100At t = 1000A¢

Fig. 9 Phase evolution on a cube surface for a three-component, b four-component, ¢ five-component. (Color figure online)

in each row are t = 0, 10A¢, 200A¢, and 1000A¢. For a rabbit-shaped surface, the times from the left to right in
each row are t = 0, 60Az, 900A¢, and 3000Az. As is clearly visible, our method can simulate multicomponent
phase separation on various surfaces.

4.8 Effect of surface geometry on multicomponent phase separation

Next, we study the effect of surface shape on the dynamics of multicomponent phase separation. The initial conditions
are chosen randomly for a six-component system. Here, 7 = 0.01 and A¢ = 0.1 are used in the whole domain
(0,1) x (0, 1) x (0, 1). We consider the following signed distance function for a torus shape:

2
Y(x,y,2) = \/(\/(x —0.5)2 4 (y —0.5)2 — 0.2) +(z—0.5)2—R. (15)

Figure 13a, b show the temporal evolutions of a six-component system with R = 0.1 and R = 0.05, respectively.
The time steps from the left to the right in each row are r = 0, 104z, 200A¢, and 1000Az. We note that a thinner
torus leads to a smaller surface area. On a smaller surface, the randomly distributed components need to move just a
short distance to meet and merge with themselves. This condition causes the bulk phase of each component to form
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(a)

(b)@

Fig. 10 Phase evolution on a sphere surface for a three components, b six components. (Color figure online)

Fig. 11 Phase evolution on a cube surface for a three components, b six components. (Color figure online)

Fig. 12 Phase evolution on a rabbit-shaped surface for a three components and b six components. (Color figure online)

(a)

@ Springer



162 J. Yang et al.

Fig. 13 Six-component phase evolution on torus surfaces. (Color figure online)

(a) R (b)

—

Fig. 14 Temporal evolution of a six-component system on a cube. The time steps from a—f are r = 0, 30A¢, 2504z, 660At, 1500A¢,
and 3000A¢. (Color figure online)

quickly, resulting in a faster approach toward the equilibrium state on a thinner surface than on a thicker one. As is
evident from the numerical results, as the torus tube gets thinner, the six-component system equilibrates faster.

The above phenomenon causes a fast formation of bulk phase of each component, and therefore, the equilibrium
state can be arrived faster on a thinner surface than on a broader one.

4.9 Temporal evolution of a six-component system on a cube

In this test, we cut a cube into 27 small cubes and assign the value 1 to a randomly chosen ¢;. Here, 1 = 0.01 and
At = 0.2 are used. Figure 14a—f shows the temporal evolutions of six components on a cube. ¢y, ¢z, ¢3, ¢4, C5,
and cg are represented by red, deep blue, yellow, light blue, orange, and green regions, respectively. We can observe
that these neighborhood regions merge with each other.

@ Springer



A conservative finite difference scheme for the N-component Cahn—Hilliard system 163
(d) E (e) E (® i

Fig. 15 Temporal evolution of phase separation in a complex domain on a sphere. The time steps from a—f are r =
At, 4At, 8At, 40At, 60At, and 200A¢. (Color figure online)

4.10 Phase separation in a complex domain on surfaces

Here, we simply extend our multicomponent model to simulate the two-component phase separation in a complex
domain on a sphere. Here, 7 = 0.01 and A7 = 0.1 are used on £2 = (0, 1) x (0, 1) x (0, 1). The complex domain
is represented by the initial shape of ¢ (deep blue regions) and we fix c; in the following computation. First, we
produce a series of random numbers rand lie between 0 and 1. Then, we let the initial condition be c> (x, y, z,0) = 1
if rand < 0.5; otherwise c2(x, y,z,0) = 0and c3(x,y,2,0) = 1 —c1(x, y,2) — c2(x, ¥, 2, 0). To avoid a bias
problem in the proximity of the complex domain boundary, we solve ¢ and c3 alternately. The temporal evolutions
of ¢ (red regions) and c3 (green regions) are shown in Fig. 15a—f. It can be observed that the complex domain is
well represented by c1, and the phase separation only occurs inside the complex domain.

Next, we extend the study of the phase separation in a complex domain on a cylinder for two different mobilities:
M = 0.01+0.99z and M = 1. Because the mobility M = 0.01 4+0.99z is not constant, V- [MV ;] # M Ap;, and
we modify Egs. (9) and (10) to obtain the following numerical scheme for the governing equation with a typically
variable mobility:

Mn+l m + Mn+1 m + Mn—H m + Mn—?—l ,m + Mn+l m + Mn+1 m cn—'&-'l,m—i-l
l+2 Jk 2] k+2 k_’ Mn+1,m+l Lijk
h2 Lijk At
n+1 m n+l,m n+l m n+l,m n+l,m n+l,m
ik . i+ bk T M. Leti=1ge M,"j+%’ku‘l,i,j+l,k
At h?
n+l,m  n+l,m n+] m  n+l,m n+1,m n+1,m
ij—1, k'u’hj—lk+ ij k+ 1 k1 +M k_%'u“l,ij,k—l
- , (16)

2
n+1,m\2 6¢ n+lm n+1,m+1 n+1,m+1
_[3( Clijk ) + 2 =3¢ Clijk +O'75:|Cl ijk +'ul,ijk
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Fig. 16 Temporal evolutions of the phase separation in a wave-shaped complex domain on a cylinder for two different mobilities: a
M = 0.01 +0.99z and b M = 1. The time steps from the left to right in each row are t = A¢, 12At, and 30A¢. (Color figure online)

62

_ n+1,m\3 n+1,m\2 n+1,m n+1,m n+1,m
= _z(cl,ijk )"+ 1'5(Cl,ijk ) - ﬁ(cl,iﬂ,,/k +o el )
2
€ n+1,m n+1,m n+1,m n n
+ﬁ(cl.i,j—1,k Foni e hit) B —0.25¢ A7)

where Ml.+% = (M 41, jk + M;ji)/2 and the other terms are similarly defined. Here, 7 = 0.01 and Ar = 0.2h
are used on £2 = (0, 1) x (0, 1) x (0, 1). The cylinder surface is represented by

Y(x,y,2) = max(\/(x —0.5)2+(y—0.52—-0.3,|z—0.5 — 0.4). (18)

The complex domain is defined by the initial shape of ¢ (deep blue regions). The initial conditions for c1, ¢2, and
c3 are

0.5+ 0.5 tanh (—x—°'4+°-¢1§;0°s<8“>) ifx <05,

ci(x,y,2) = (19)
0.5+ 0.5tanh(x_0'65+0'05“’s(8”)) otherwise,
V2¢)
c(x,y,2,0) = —c1(x, y,2))(0.5 4+ 0.05rand), (20)
a3(x,y,2,00) =1—ci1(x,y,2) —c2(x,,2,0). 21

We fix c; in the following computation and compute c> and c3 alternatively. Figure 16a, b illustrate the temporal
evolutions of ¢ (red regions) and c3 (green regions) for a z-direction-dependent mobility (M = 0.01 + 0.99z) and
a constant mobility (M = 1) in a wave-shaped complex domain on a cylinder. It is evident that a faster separation
occurs due to the z-direction-dependent mobility as the height of z increases. In the case of constant mobility, the
dynamics along the z-direction are independent of direction.
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5 Conclusions

A conservative finite difference method for solving the N-component CH equation on 3D curved surfaces was
proposed in this study. An unconditionally stable scheme was used to discretize the governing equation. We used
the mass correction step to each component to achieve total mass conservation. The numerical results demonstrated
the efficiency of the mass correction algorithm for solving the N-component CH equation. Various numerical
experiments demonstrated that the proposed method can simulate the N-component phase evolution on various 3D
surfaces: sphere, cube, rabbit-shaped, torus, and cylinder. In addition, the proposed method can be simply modified
to simulate the phase separation in arbitrary complex domains on 3D surfaces.
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