# A new conservative vector-valued Allen-Cahn equation and its fast numerical method 

Junseok Kim ${ }^{\text {a }}$, Hyun Geun Lee ${ }^{\text {b,* }}$<br>${ }^{\text {a }}$ Department of Mathematics, Korea University, Seoul 02841, Republic of Korea<br>${ }^{\text {b }}$ Department of Mathematics, Kwangwoon University, Seoul 01897, Republic of Korea

## A RTICLE INFO

## Article history:

Received 22 July 2016
Received in revised form 29 July 2017
Accepted 3 August 2017
Available online 24 August 2017

## Keywords:

Vector-valued Allen-Cahn equation
Mass conservation
Operator splitting
Linear multigrid


#### Abstract

The scalar Allen-Cahn (AC) equation does not conserve the total mass, and its conservative forms have been studied analytically and numerically. Compared to the conservative scalar AC equations, a conservative form of the vector-valued AC equation is less studied. In this study, we introduce a new conservative vector-valued AC equation that conserves total mass and keeps the bulk phase values (away from the interfacial transition region) close to local minima. To solve the equation, we propose a fast numerical method that is based on the operator splitting method. In the proposed method, we split the equation into three subequations, and each subequation is solved in a component-wise manner. As a result, the conservative vector-valued AC equation is solved quickly, and the average CPU time is nearly linear with respect to the number of components. Numerical experiments with three and more components are presented to demonstrate the usefulness of the proposed method
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## 1. Introduction

The scalar Allen-Cahn (AC) equation was introduced as a mathematical model for antiphase domain coarsening in a binary mixture [1]:

$$
\begin{align*}
& \frac{\partial c(\mathbf{x}, t)}{\partial t}=-M\left(\frac{F^{\prime}(c(\mathbf{x}, t))}{\epsilon^{2}}-\Delta c(\mathbf{x}, t)\right), \\
& \mathbf{x} \in \Omega, 0<t \leq T \tag{1}
\end{align*}
$$

where $\Omega$ is a domain in $\mathbb{R}^{d}(d=1,2,3)$. Let $c(\mathbf{x}, t)=m_{\alpha} /\left(m_{\alpha}+\right.$ $m_{\beta}$ ) be the fraction of one of the concentrations of the two components in an alloy, where $m_{\alpha}$ and $m_{\beta}$ are the masses of phases $\alpha$ and $\beta . M>0$ is a mobility (we take $M=1$ for convenience), $F(c)=0.25 c^{2}(1-c)^{2}$ is the Helmholtz free-energy density for $c$, and $\epsilon>0$ is the gradient energy coefficient.

The scalar AC equation and its modified forms have been applied to several important problems including crystal growth [2-4], grain growth [5-9], image segmentation and image inpainting [10-12], motion by mean curvature [13-19], phase transitions [1,20], and two-phase fluid flows [21].

Generally, the scalar AC equation (1) does not conserve total mass, Rubinstein and Sternberg [22] added a Lagrange multiplier

[^0]$\beta(t)$ to Eq. (1) to enforce the conservation of mass:
$\frac{\partial c(\mathbf{x}, t)}{\partial t}=-\frac{f(c(\mathbf{x}, t))}{\epsilon^{2}}+\Delta c(\mathbf{x}, t)+\beta(t)$,
where $f(c)=F^{\prime}(c)=c(c-0.5)(c-1)$ and $\beta(t)=\int_{\Omega} f(c(\mathbf{x}, t)) d \mathbf{x} /$ ( $\left.\epsilon^{2} \int_{\Omega} d \mathbf{x}\right)$. This equation has been extensively studied both analytically and numerically [21,23-31]. However, it has a drawback of not keeping the bulk phase values (away from the interfacial transition region) close to zero or one. This is because the Lagrange multiplier is only dependent on time $t$. Recently, Brassel and Bretin [32] introduced the following conservative scalar AC equation and demonstrated that it exhibits better mass-preserving properties than Eq. (2):
$\frac{\partial c(\mathbf{x}, t)}{\partial t}=-\frac{f(c(\mathbf{x}, t))}{\epsilon^{2}}+\Delta c(\mathbf{x}, t)+\beta(t) \sqrt{F(c(\mathbf{x}, t))}$,
where $\beta(t)=\int_{\Omega} f(c(\mathbf{x}, t)) d \mathbf{x} /\left(\epsilon^{2} \int_{\Omega} \sqrt{F(c(\mathbf{x}, t))} d \mathbf{x}\right)$. Kim et al. [33] proposed a first-order practically unconditionally stable hybrid scheme for solving Eq. (3). Lee [34] proposed first-, second-, thirdorder and mass-conserving methods for solving Eq. (3).

Compared to many works [21-34] on two components (2) and (3), a conservative form of the vector-valued AC equation (with $N>2$ components) is less studied [35,36]. Therefore, the main goal of this study is to introduce a new conservative vector-valued AC equation that conserves total mass and keeps the bulk phase values close to zero or one. To solve the equation, we propose a fast numerical method that is based on the operator splitting method [37-40]. In the proposed method, we split the equation into three
subequations, and each subequation is solved in a component-wise manner. As a result, the conservative vector-valued AC equation is solved quickly, and the average CPU time is nearly linear with respect to the number of components.

This paper is organized as follows. In Section 2, we introduce a new conservative vector-valued AC equation. In Section 3, we propose a fast numerical method for solving the equation. Numerical experiments with three and more components are presented in Section 4. Finally, conclusions are drawn in Section 5.

## 2. Conservative vector-valued Allen-Cahn equation

We consider the evolution of multi-component systems on a polygonal (polyhedral) domain $\Omega \subset \mathbb{R}^{d}, d=1,2$, 3. Let $\mathbf{c}=\left(c_{1}, \ldots, c_{N}\right)$ be a vector-valued phase-field. The components $\left\{c_{k}\right\}_{k=1}^{N}$ represent mole fractions of different components in the system. Clearly the total mole fractions must sum to 1 ,
$c_{1}+\cdots+c_{N}=1$,
and thus the admissible states belong to the Gibbs $N$-simplex
$G:=\left\{\mathbf{c} \in \mathbb{R}^{N} \mid \sum_{k=1}^{N} c_{k}=1,0 \leq c_{k} \leq 1\right\}$.
Without loss of generality, it is assumed that the free energy is expressed as follows:
$\mathcal{E}(\mathbf{c}):=\int_{\Omega}\left(\frac{F(\mathbf{c})}{\epsilon^{2}}+\frac{1}{2} \sum_{k=1}^{N}\left|\nabla c_{k}\right|^{2}\right) d \mathbf{x}$,
where $F(\mathbf{c})=\sum_{k=1}^{N} F\left(c_{k}\right)$. The vector-valued AC equation [41-45] is a gradient flow for $\mathcal{E}(\mathbf{c})$ in the $L^{2}$ inner product under the additional constraint (4), which has to hold everywhere at any time. In order to ensure Eq. (4), we use a Lagrange multiplier $\alpha(\mathbf{c}) \mathbf{c} / \epsilon^{2}$ [41,45-56]. The vector-valued AC equation is
$\frac{\partial \mathbf{c}(\mathbf{x}, t)}{\partial t}=-\frac{\mathbf{f}(\mathbf{c}(\mathbf{x}, t))}{\epsilon^{2}}+\Delta \mathbf{c}(\mathbf{x}, t)+\frac{\alpha(\mathbf{c}(\mathbf{x}, t)) \mathbf{c}(\mathbf{x}, t)}{\epsilon^{2}}$,
where $\mathbf{f}(\mathbf{c})=\left(f\left(c_{1}\right), \ldots, f\left(c_{N}\right)\right)$ and $\alpha(\mathbf{c})=\sum_{k=1}^{N} f\left(c_{k}\right)$. The natural boundary condition for Eq. (5) is the zero Neumann boundary condition:
$\nabla c_{k} \cdot \mathbf{n}=0$ on $\partial \Omega$,
where $\mathbf{n}$ is the unit normal vector to $\partial \Omega$. Eq. (5) does not conserve the total mass of each $c_{k}$ : for $k=1, \ldots, N$,

$$
\begin{aligned}
\frac{d}{d t} \int_{\Omega} c_{k} d \mathbf{x} & =\int_{\Omega} \frac{\partial c_{k}}{\partial t} d \mathbf{x}=\int_{\Omega}\left(-\frac{f\left(c_{k}\right)}{\epsilon^{2}}+\Delta c_{k}+\frac{\alpha(\mathbf{c}) c_{k}}{\epsilon^{2}}\right) d \mathbf{x} \\
& =-\int_{\Omega} \frac{f\left(c_{k}\right)-\alpha(\mathbf{c}) c_{k}}{\epsilon^{2}} d \mathbf{x}+\int_{\partial \Omega} \nabla c_{k} \cdot \mathbf{n} d s \\
& =-\int_{\Omega} \frac{f\left(c_{k}\right)-\alpha(\mathbf{c}) c_{k}}{\epsilon^{2}} d \mathbf{x}
\end{aligned}
$$

which is generally non-zero. We here introduce a new conservative vector-valued AC equation:

$$
\begin{align*}
\frac{\partial \mathbf{c}(\mathbf{x}, t)}{\partial t}= & -\frac{\mathbf{f}(\mathbf{c}(\mathbf{x}, t))}{\epsilon^{2}}+\Delta \mathbf{c}(\mathbf{x}, t)+\frac{\alpha(\mathbf{c}(\mathbf{x}, t)) \mathbf{c}(\mathbf{x}, t)}{\epsilon^{2}} \\
& +G(\mathbf{c}(\mathbf{x}, t)) \boldsymbol{\beta}(t) \tag{6}
\end{align*}
$$

where $G(\mathbf{c}) \boldsymbol{\beta}(t)$ is a space-time dependent Lagrange multiplier, $G(\mathbf{c})=\sum_{k=1}^{N} \sqrt{F\left(c_{k}\right)}, \boldsymbol{\beta}(t)=\left(\beta_{1}(t), \ldots, \beta_{N}(t)\right)$, and $\beta_{k}(t)=$ $\int_{\Omega}\left(f\left(c_{k}\right)-\alpha(\mathbf{c}) c_{k}\right) d \mathbf{x} /\left(\epsilon^{2} \int_{\Omega} G(\mathbf{c}) d \mathbf{x}\right)$. Then, the total mass of each
$c_{k}$ is conserved: for $k=1, \ldots, N$,

$$
\begin{aligned}
\frac{d}{d t} \int_{\Omega} c_{k} d \mathbf{x}= & \int_{\Omega} \frac{\partial c_{k}}{\partial t} d \mathbf{x} \\
= & \int_{\Omega}\left(-\frac{f\left(c_{k}\right)}{\epsilon^{2}}+\Delta c_{k}+\frac{\alpha(\mathbf{c}) c_{k}}{\epsilon^{2}}+G(\mathbf{c}) \beta_{k}(t)\right) d \mathbf{x} \\
= & -\int_{\Omega} \frac{f\left(c_{k}\right)-\alpha(\mathbf{c}) c_{k}}{\epsilon^{2}} d \mathbf{x}+\int_{\partial \Omega} \nabla c_{k} \cdot \mathbf{n} d s \\
& +\beta_{k}(t) \int_{\Omega} G(\mathbf{c}) d \mathbf{x} \\
= & -\int_{\Omega} \frac{f\left(c_{k}\right)-\alpha(\mathbf{c}) c_{k}}{\epsilon^{2}} d \mathbf{x}+\beta_{k}(t) \int_{\Omega} G(\mathbf{c}) d \mathbf{x}=0
\end{aligned}
$$

## 3. Numerical method

In this section, we propose a fast numerical method for solving the conservative vector-valued AC equation (6). For simplicity and clarity of exposition, we shall discretize Eq. (6) in a twodimensional space. One- and three-dimensional discretizations are analogously defined. Let a computational domain be uniformly partitioned with spacing $h$. The cell center is located at $\left(x_{i}, y_{j}\right)=$ $((i-0.5) h,(j-0.5) h)$ for $i=1, \ldots, N_{x}$ and $j=1, \ldots, N_{y} . N_{x}$ and $N_{y}$ are the numbers of cells in the $x$ - and $y$-directions, respectively. Let $\mathbf{c}_{i j}^{n}$ be an approximation of $\mathbf{c}\left(x_{i}, y_{j}, n \Delta t\right)$, where $\Delta t$ is the time step. In this study, we adopt an operator splitting method in which we numerically solve the original problem (6) by successively solving a sequence of simpler problems:
$\frac{\partial \mathbf{c}}{\partial t}=\Delta \mathbf{c}+\frac{\alpha(\mathbf{c}) \mathbf{c}}{\epsilon^{2}}$,
$\frac{\partial \mathbf{c}}{\partial t}=-\frac{\mathbf{f}(\mathbf{c})}{\epsilon^{2}}$,
$\frac{\partial \mathbf{c}}{\partial t}=G(\mathbf{c}) \boldsymbol{\beta}$.
Note that we only need to solve Eqs. (7)-(9) with $c_{1}, \ldots, c_{N-1}$, because $c_{N}=1-\sum_{k=1}^{N-1} c_{k}$. First, we solve Eq. (7) by applying a semi-implicit method: for $k=1, \ldots, N-1$,
$\frac{c_{k, i j}^{n+1,1}-c_{k, i j}^{n}}{\Delta t}=\Delta_{d} c_{k, i j}^{n+1,1}+\frac{\alpha\left(\mathbf{c}_{i j}^{n}\right) c_{k, i j}^{n}}{\epsilon^{2}}$,
where $\Delta_{d}$ is the discrete Laplacian operator by using a standard five-point stencil. The resulting implicit discrete system of Eq. (10) is solved by using a fast solver such as a linear multigrid method [57-60]. Subsequently, Eq. (8) is analytically solved by using the method of separation of variables [61], and the solution is given as follows: for $k=1, \ldots, N-1$,
$c_{k, i j}^{n+1,2}=0.5+\frac{c_{k, i j}^{n+1,1}-0.5}{\sqrt{e^{\frac{-\Delta t}{2 \epsilon^{2}}}+\left(2 c_{k, i j}^{n+1,1}-1\right)^{2}\left(1-e^{\frac{-\Delta t}{2 \epsilon^{2}}}\right)}}$.
Finally, we discretize Eq. (9) as follows: for $k=1, \ldots, N-1$,
$\frac{c_{k, i j}^{n+1}-c_{k, i j}^{n+1,2}}{\Delta t}=G\left(\mathbf{c}_{i j}^{n+1,2}\right) \beta_{k}{ }^{n+1,2}$.
Here, we take $\beta_{k}{ }^{n+1,2}=\sum_{i=1}^{N_{x}} \sum_{j=1}^{N_{y}}\left(c_{k, i j}^{n}-c_{k, i j}^{n+1,2}\right) /\left[\Delta t \sum_{i=1}^{N_{x}} \sum_{j=1}^{N_{y}}\right.$ $\left.G\left(\mathbf{c}_{i j}^{n+1,2}\right)\right]$ to ensure the mass conservation for each $c_{k}$ :

$$
\begin{aligned}
\sum_{i=1}^{N_{x}} \sum_{j=1}^{N_{y}} c_{k, i j}^{n+1} & =\sum_{i=1}^{N_{x}} \sum_{j=1}^{N_{y}} c_{k, i j}^{n+1,2}+\Delta t{\beta_{k}}^{n+1,2} \sum_{i=1}^{N_{x}} \sum_{j=1}^{N_{y}} G\left(\mathbf{c}_{i j}^{n+1,2}\right) \\
& =\sum_{i=1}^{N_{x}} \sum_{j=1}^{N_{y}} c_{k, i j}^{n+1,2}
\end{aligned}
$$



Fig. 1. Evolution of the phase-field $\mathbf{c}$ with $5,10,15$, and 20 order parameters. The top and bottom rows correspond to $t=0$ and $t=0.0352$, respectively.

$$
\begin{aligned}
& +\frac{\sum_{i=1}^{N_{x}} \sum_{j=1}^{N_{y}}\left(c_{k, i j}^{n}-c_{k, i j}^{n+1,2}\right)}{\sum_{i=1}^{N_{x}} \sum_{j=1}^{N_{y}} G\left(\mathbf{c}_{i j}^{n+1,2}\right)} \sum_{i=1}^{N_{x}} \sum_{j=1}^{N_{y}} G\left(\mathbf{c}_{i j}^{n+1,2}\right) \\
= & \sum_{i=1}^{N_{x}} \sum_{j=1}^{N_{y}} c_{k, i j}^{n} .
\end{aligned}
$$

Before closing this section, we remark that $\alpha(\mathbf{c})$ in Eq. (10) and $G(\mathbf{c})$ in Eq. (12) are treated explicitly, and thus there is no relation between the solutions $c_{k}$ at an implicit time level in Eqs. (10) and (12). Therefore, Eqs. (7)-(9) are solved in a decoupling way, i.e.,

Step 1. calculate $\alpha\left(\mathbf{c}^{n}\right)$ from a given $\mathbf{c}^{n}$.
Step 2. for $k=1, \ldots, N-1$
update $c_{k}^{n+1,1}$ by using Eq. (10) and $\alpha\left(\mathbf{c}^{n}\right)$
update $c_{k}^{n+1,2}$ by using Eq. (11)
end; then we have $\mathbf{c}^{n+1,2}$.
Step 3. calculate $G\left(\mathbf{c}^{n+1,2}\right)$ from $\mathbf{c}^{n+1,2}$ obtained in Step 2.
Step 4. for $k=1, \ldots, N-1$
update $c_{k}^{n+1}$ by using Eq. (12) and $G\left(\mathbf{c}^{n+1,2}\right)$
end; then we have $\mathbf{c}^{n+1}$.

## 4. Numerical experiments

### 4.1. Mass conservation for a large system

To verify that the proposed method can be applied to a large system, we perform simulations with $5,10,15$, and 20 order parameters ( $N=5,10,15$, and 20). For each simulation, the initial conditions are randomly chosen patches on $\Omega=[0,1] \times[0,1]$, and $\epsilon=0.0019, h=1 / 256$, and $\Delta t=\epsilon^{2}$ are used. Simulations are run for 10,000 time steps and performed on Intel Core i5-3470 CPU @ 3.20 GHz processor and 4 GB RAM. Fig. 1 shows the evolution of the phase-field $\mathbf{c}$. The evolution of $\sum_{k=1}^{N}\left(\int_{\Omega}\left(c_{k}(\mathbf{x}, t)-c_{k}(\mathbf{x}, 0)\right) d \mathbf{x}\right)^{2}$ with $N=5,10,15$, and 20 is shown in Fig. 2. It is observed that the total masses of all $c_{k}$ are conserved for a large system. Table 1 lists the average CPU time (in seconds) over the 10,000 time steps for $N=5,10,15$, and 20 . The results in Table 1 suggest that the average CPU time is nearly linear with respect to the number of components.
4.2. Effect of the space-time dependent Lagrange multiplier $G(\mathbf{c}(\mathbf{x}, t)) \boldsymbol{\beta}(t)$

To conserve total mass and keep the bulk phase values close to zero or one, we introduce the space-time dependent Lagrange multiplier $G(\mathbf{c}(\mathbf{x}, t)) \boldsymbol{\beta}(t)$ in Eq. (6). To examine the effect of


Fig. 2. Evolution of $\sum_{k=1}^{N}\left(\int_{\Omega}\left(c_{k}(\mathbf{x}, t)-c_{k}(\mathbf{x}, 0)\right) d \mathbf{x}\right)^{2}$ with $N=5,10,15$, and 20 for $0 \leq t \leq 0.0352$.
$G(\mathbf{c}(\mathbf{x}, t)) \boldsymbol{\beta}(t)$, we compare Eq. (6) to
$\frac{\partial \mathbf{c}(\mathbf{x}, t)}{\partial t}=-\frac{\mathbf{f}(\mathbf{c}(\mathbf{x}, t))}{\epsilon^{2}}+\Delta \mathbf{c}(\mathbf{x}, t)+\frac{\alpha(\mathbf{c}(\mathbf{x}, t)) \mathbf{c}(\mathbf{x}, t)}{\epsilon^{2}}+\overline{\boldsymbol{\beta}}(t)$,
where $\overline{\boldsymbol{\beta}}(t)=\left(\bar{\beta}_{1}(t), \ldots, \bar{\beta}_{N}(t)\right)$ and $\bar{\beta}_{k}(t)=\int_{\Omega}\left(f\left(c_{k}\right)-\right.$ $\left.\alpha(\mathbf{c}) c_{k}\right) d \mathbf{x} /\left(\epsilon^{2} \int_{\Omega} d \mathbf{x}\right)$. For $N=3$, the initial conditions are
$c_{1}(x, y, 0)=\left\{\begin{array}{ll}1 & \text { if } 0.32 \leq x, y \leq 0.68 \\ 0 & \text { otherwise }\end{array}\right.$,
$c_{2}(x, y, 0)= \begin{cases}1 & \text { if } 1.38 \leq x \leq 1.62,0.38 \leq y \leq 0.62 \\ 0 & \text { otherwise }\end{cases}$
on $\Omega=[0,2] \times[0,1]$ (see Fig. 3(a)). Here, we use $\epsilon=0.0056$, $h=1 / 128$, and $\Delta t=h^{2}$, and define the steady state as the state when the discrete $l_{2}$-norm of the difference between $\mathbf{c}^{n+1}$ and $\mathbf{c}^{n}$ becomes less than $10^{-6}$. Fig. 3(b) and (c) show the evolution of the numerical solutions of Eqs. (13) and (6), respectively. Note that the initial square shape converges to a circle while conserving the mass. When the initial feature is sufficiently large (in the case of $c_{1}$ ), both models (6) and (13) give a circular steady state. It should be noted that the order parameter $c_{1}$ in the bulk phases is -0.0060 or 0.9907 for Eq. (13) but is 0 or 1 for Eq. (6). In the case of model (13), the mass loss is globally corrected by using

Table 1
Average CPU times (s) for $N=5,10,15$, and 20.

| $N$ | 5 | 10 | 15 | 20 | $a N^{p}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Average CPU time | 0.2044 | 0.4358 | 0.6761 | 0.9162 | $\approx 0.0358 N^{1.0836}$ |



Fig. 3. (a) Initial conditions of $c_{1}$ and $c_{2}$. (b) and (c) show the evolution of the numerical solutions of Eqs. (13) and (6), respectively.
the time dependent Lagrange multiplier $\overline{\boldsymbol{\beta}}(t)$, and thus the order parameter slightly shifts from its expected values 0 and 1 in the bulk phases. However, in the case of model (6), the order parameter has 0 or 1 in the bulk phases since the mass loss is corrected in the interfacial region by using the space-time dependent Lagrange multiplier $G(\mathbf{c}(\mathbf{x}, t)) \boldsymbol{\beta}(t)$. When the initial geometry is small (in the case of $c_{2}$ ), two models give different results. In the case of model (13), the square first evolves to a circle and then vanishes ( $c_{2}=0.0275$ for the whole domain at the steady state and thus a 0.5 level set of $c_{2}$ cannot be taken to represent an interface). On the other hand, for Eq. (6), the circle remains as shown in Fig. 3(c).

### 4.3. Mass-conserved motion by curvature

We consider the following problem [22]: given $M$ circles with radii $r_{1}, \ldots, r_{M}$ that do not intersect, the sharp interface problem for mass-conserved motion by curvature results in the following system of ordinary differential equations:
$\frac{d r_{i}}{d t}=-\frac{1}{r_{i}}+\frac{M}{\sum_{m=1}^{M} r_{m}} \quad$ for $i=1, \ldots, M$,
together with the condition of mass-conservation $0=\frac{1}{2} \frac{d}{d t}$ ( $\sum_{m=1}^{M} r_{m}^{2}$ ), where the initial radii $r_{1}(0), \ldots, r_{M}(0)$ are known. In this system, larger circles grow at the expense of smaller ones and thus smaller ones eventually disappear and the fattest survives. For
$N=3$, we use this problem, where the component $c_{1}$ occupies three circles, the component $c_{2}$ occupies the other three circles, and the component $c_{3}$ is present outside the six circles (see Fig. 4). The initial conditions on $\Omega=[0,3] \times[0,2]$ are

$$
\begin{aligned}
c_{1}(x, y, 0)= & d\left(x, y ; 0.7,1.55, r_{1}(0)\right)+d\left(x, y ; 1.5,1.55, r_{2}(0)\right) \\
& +d\left(x, y ; 2.3,1.55, r_{3}(0)\right), \\
c_{2}(x, y, 0)= & d\left(x, y ; 0.7,0.7, \tilde{r}_{1}(0)\right)+d\left(x, y ; 1.5,0.7, \tilde{r}_{2}(0)\right) \\
& +d\left(x, y ; 2.3,0.7, \tilde{r}_{3}(0)\right) .
\end{aligned}
$$

Here, $d(x, y ; a, b, r):=\frac{1}{2}\left(1+\tanh \left(\frac{r-\sqrt{(x-a)^{2}+(y-b)^{2}}}{2 \sqrt{2} \epsilon}\right)\right), r_{1}(0)=$ $0.2, r_{2}(0)=0.3, r_{3}(0)=0.22, \tilde{r}_{1}(0)=0.4, \tilde{r}_{2}(0)=0.25$, and $\tilde{r}_{3}(0)=0.27$, and we use $\epsilon=0.0056, h=1 / 128$, and $\Delta t=10^{-2} h^{2}$. For the reference solution of $r_{1}, r_{2}, r_{3}, \tilde{r}_{1}, \tilde{r}_{2}$, and $\tilde{r}_{3}$, we numerically solve the ordinary differential equations using the fourth order Runge-Kutta method. Figs. 5 and 6 show the approximate and reference solutions of $r_{1}, r_{2}, r_{3}, \tilde{r}_{1}, \tilde{r}_{2}$, and $\tilde{r}_{3}$ using models (13) and (6), respectively. When the radius is sufficiently large, both models (6) and (13) accurately predict the evolution of the radius. However, when the radius is small (especially $r_{1}$ ), the circle of model (13) disappears faster than the time predicted by the system (14). On the other hand, even for $r_{1}$, the numerically calculated radius of model (6) agrees well with the corresponding reference radius.


Fig. 4. Initial configuration for the conservative vector-valued AC equation $(N=3)$.

### 4.4. Droplets in a microchannel

Finally, we consider a train of droplets in a microchannel (see Fig. 7) as an application of the conservative vector-valued AC equation.

If we use the modified Navier-Stokes equations and the convective conservative scalar AC equation to simulate the phenomenon in Fig. 7,

$$
\begin{equation*}
\frac{\partial \mathbf{u}}{\partial t}+\mathbf{u} \cdot \nabla \mathbf{u}=-\nabla p+\frac{1}{R e} \Delta \mathbf{u}+\frac{1}{W e} \mathbf{f f}(c) \tag{15}
\end{equation*}
$$



Fig. 7. Droplets in a microchannel. Source: Reprinted from Marmottant and Raven [62] with permission from the Royal Society of Chemistry.

$$
\begin{align*}
\nabla \cdot \mathbf{u} & =0  \tag{16}\\
\frac{\partial c}{\partial t}+\nabla \cdot(c \mathbf{u}) & =\frac{1}{P e}\left(-\frac{f(c)}{\epsilon^{2}}+\Delta c+\beta \sqrt{F(c)}\right) \tag{17}
\end{align*}
$$

then we obtain the results in Fig. 8 unless an extremely fine grid is used.

Fig. 5. Evolution of the approximate radii $r_{1}, r_{2}, r_{3}, \tilde{r}_{1}, \tilde{r}_{2}$, and $\tilde{r}_{3}$ using the model (13). Solid lines represent the corresponding reference solutions.


Fig. 6. Evolution of the approximate radii $r_{1}, r_{2}, r_{3}, \tilde{r}_{1}, \tilde{r}_{2}$, and $\tilde{r}_{3}$ using the model (6). Solid lines represent the corresponding reference solutions.


Fig. 8. Evolution of droplets in a microchannel obtained by solving Eqs. (15)-(17). Times are $t=0,0.4883,0.7324,0.9766$, and 1.2207 (from top to bottom).


Fig. 9. Evolution of droplets in a microchannel obtained by solving Eqs. (18)-(20). Times are $t=0,0.4883,0.7324,0.9766$, and 1.2207 (from top to bottom).

Here, we assume that the fluids are density- and viscositymatched and the gravity is neglected. $\mathbf{u}$ is the velocity, $p$ is the pressure, $\mathbf{s f}(c)=-6 \sqrt{2} \epsilon \nabla \cdot(\nabla c /|\nabla c|)|\nabla c| \nabla c$ is the surface tension force, $\epsilon$ is redefined according to the scaling, and $\beta=$ $\int_{\Omega} f(c) d \mathbf{x} /\left(\epsilon^{2} \int_{\Omega} \sqrt{F(c)} d \mathbf{x}\right)$. The dimensionless parameters are the Reynolds number, $\operatorname{Re}=\rho_{c} U_{c} L_{c} / \eta_{c}$, the Weber number, We $=$ $\rho_{c} U_{c}^{2} L_{c} / \sigma$, and the Péclet number, $P e=U_{c} L_{c} / M_{c}$, where $L_{c}, U_{c}, \rho_{c}$, $\eta_{c}$, and $M_{c}$ are the characteristic length, velocity, density, viscosity, and mobility, respectively, and $\sigma$ is the surface tension coefficient. Eqs. (15) and (16) are solved by using Chorin's projection method [63], and Eq. (17) is solved by using an operator splitting method.

In Fig. 8, we used the following initial condition and velocity:
$c(x, y, 0)=\sum_{k=1}^{7} d(x, y ; 0.6(k+1), 0.5$

$$
+0.1(2 \bmod (k+1,2)-1), 0.25)
$$

$u(x, y, 0)=40\left(y-y^{2}\right)$,
$v(x, y, 0)=0 \quad$ on $\Omega=[0,20] \times[0,1]$.
Furthermore, the nonreflecting outlet boundary condition [64] for Eqs. (15) and (16), the zero Neumann boundary condition for Eq. (17), and the parameters $\epsilon=0.0075, h=1 / 64, \Delta t=0.1 h^{2}$, $R e=100, W e=10, P e=1$ were used.

To avoid the merging of droplets, we consider the modified Navier-Stokes equations and the convective conservative vectorvalued AC equation: for $k=1, \ldots, N$,

$$
\begin{align*}
\frac{\partial \mathbf{u}}{\partial t}+\mathbf{u} \cdot \nabla \mathbf{u} & =-\nabla p+\frac{1}{\operatorname{Re}} \Delta \mathbf{u}+\mathbf{S F}(\mathbf{c})  \tag{18}\\
\nabla \cdot \mathbf{u} & =0  \tag{19}\\
\frac{\partial c_{k}}{\partial t}+\nabla \cdot\left(c_{k} \mathbf{u}\right) & =\frac{1}{P e}\left(-\frac{f\left(c_{k}\right)}{\epsilon^{2}}+\Delta c_{k}+\frac{\alpha(\mathbf{c}) c_{k}}{\epsilon^{2}}+G(\mathbf{c}) \beta_{k}\right) \tag{20}
\end{align*}
$$

where $\mathbf{S F}(\mathbf{c})=\sum_{i=1}^{N-1}\left(\sum_{j=i+1}^{N} 0.5\left[\mathbf{s f}\left(c_{i}\right)+\mathbf{s f}\left(c_{j}\right)\right] \delta\left(c_{i}, c_{j}\right) / W e_{i j}\right)$ is the surface tension force, $\delta\left(c_{i}, c_{j}\right)=5 c_{i} c_{j}$, We $e_{i j}=\rho_{c} U_{c}^{2} L_{c} / \sigma_{i j}$ is the Weber number of fluids $i$ and $j$, and $\sigma_{i j}$ is the physical surface
tension coefficient between fluids $i$ and $j$. We solve Eq. (20) in a decoupling way by applying the proposed method.

Fig. 9 shows the evolution of the phase-field $\mathbf{c}$ with the initial conditions $c_{k}(x, y, 0)=d(x, y ; 0.6(k+1), 0.5+0.1(2 \bmod (k+$ $1,2)-1), 0.25)$ for $k=1, \ldots, 7$ and $W e_{i j}=10$. The remaining conditions and parameters are the same as those used in Fig. 8. The droplets move from left to right in the microchannel by flow without merging.

## 5. Conclusions

In this study, we introduced a new conservative vector-valued $A C$ equation and proposed its fast numerical method. We observed that the conservative vector-valued AC equation conserves total mass and keeps the bulk phase values close to zero or one. Additionally, the numerical method quickly solves the equation, and specifically, the average CPU time is nearly linear with respect to the number of components. Numerical experiments demonstrate that the new conservative vector-valued $A C$ equation and its fast numerical method are capable of handling a large volumeconserved system.
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