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Highlights

e A simple and efficient finite difference method for the phase-field crystal equation on curved surfaces is presented.
e The proposed method can be combined with any time discretization.
e The proposed method gives stable solutions even on the surface having sharp curvatures without difficulties.

Abstract

We present a simple and efficient finite difference method for the phase-field crystal (PFC) equation on curved surfaces
embedded in R3. We employ a narrow band neighborhood of a curved surface that is defined as a zero level set of a signed
distance function. The PFC equation on the surface is extended to the three-dimensional narrow band domain. By using the closest
point method and applying a pseudo-Neumann boundary condition, we can use the standard seven-point discrete Laplacian operator
instead of the discrete Laplace—Beltrami operator on the surface. The PFC equation on the narrow band domain is discretized using
an unconditionally stable scheme and the resulting implicit discrete system of equations is solved by using the Jacobi iterative
method. Computational results are presented to demonstrate the efficiency and usefulness of the proposed method.
© 2016 Elsevier B.V. All rights reserved.
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1. Introduction

Material properties are controlled by complex microstructures exhibiting topological defects, such as vacancies,
grain boundaries, and dislocations. One model for simulating these defects is the phase-field crystal (PFC) equation
proposed by Elder et al. [1,2]. This model describes the microstructure of two-phase systems on atomic length scales
but on diffusive time scales, leading to significant computational savings compared to molecular dynamics simulations
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which are limited by atomic length scales and femtosecond time scales. The PFC equation has been used to study
various phenomena, including grain growth, dendritic and eutectic solidification, and epitaxial growth [1,3].
The PFC equation is derived from a free energy functional of Swift—-Hohenberg type [4]

1 1— 1
@) = / (Z¢4 + Teqﬂ — Vo[> + E<A<z>)2) dx, (1)
(7

where ¢ : 2 ¢ RY - R (d = 1,2,3) is the density field and € is a positive constant with physical significance.
Under the constraint of mass conservation, the PFC equation is given by
a9
= Ap, )

where 1 is the chemical potential defined as u = 8£/8¢ = ¢3 + (1 — €)p + 2Ap + A%¢p and 8E /8¢ denotes
the variational derivative of £ with respect to ¢. Because (2) is of gradient type, it is easy to see that the energy
functional (1) is non-increasing in time. The PFC equation is a sixth-order nonlinear partial differential equation
and cannot generally be solved analytically. Therefore, computer simulations play an essential role in understanding
of nonequilibrium processing. Various computational algorithms [1,2,5-13] have been developed to solve the PFC
equation numerically. There are a few related works that try to solve the PFC equation on curved surfaces [14—16].

The aim of this paper is to present a simple and efficient finite difference method for the PFC equation on curved
surfaces in three-dimensional space. The key element in solving the PFC equation on a curved surface is calculating
the Laplace—Beltrami operator for describing the Laplacian on the curved surface [17]. Our method is based on the
closest point method [18-20]: we define a narrow band domain of the surface that is represented as a zero level set of
a signed distance function. Then, on the boundary of the narrow band domain, we apply a pseudo-Neumann boundary
condition via the closest point. This boundary treatment results that the density field ¢ is constant in the direction
normal to the surface. Thus, we can use the standard Laplacian operator instead of the Laplace—Beltrami operator.
Furthermore, we take the minimum number of grid points for the discrete narrow band domain and solve the PFC
equation only on the discrete narrow band domain. Therefore, the algorithm is simple and efficient. Note that our
method can be combined with any time discretization, but the Jacobi iterative method is used to solve the resulting
implicit discrete system of equations efficiently.

The outline of the paper is as follows. In Section 2, we describe the PFC equation on a narrow band domain.
In Section 3, we provide the numerical solution algorithm. Numerical experiments on various curved surfaces are
presented in Section 4. Finally, conclusions are drawn in Section 5.

2. Phase-field crystal equation on a narrow band domain

The PFC equation on the surface S in R? is given by

dp(x, 1)

™ = Asu(x,t), x€8,0<t=<T, 3)
wx, 1) = ¢3(x, 1) + (1 — )P(x, 1) + 2A5h(x, 1) + Asv(x, 1), €))
(X, 1) = As¢(x, 1), (5)

where Ay is the Laplace-Beltrami operator and is defined as Agp = V - (PV¢). Here, P = I — (Vy) V¢ is a
projection operator onto the tangent plane [21,22], where I is the 3 x 3 identity matrix and ¥ : R?> — R is a signed
distance function such that S = {x € R3|y(x) = 0} with ¥ < 0 inside of S and ¥ > 0 outside of S. Next, let
s ={ylx € S,y = x+ 0n(x) for |0| < 8} be a §-neighborhood band of S, where n(x) is a unit normal vector at x.
Then, we extend the PFC equations (3)—(5) to the narrow band domain {2s:

w — Agu(x, 1), xef 0<t<T, (6)
pnx, 1) = ¢3x, 1)+ (1 —)p(x, 1) + 2A5¢(x, 1) + Asv(x, 1), ©)

v(x, 1) = Asp(x, 1) (®)
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Fig. 1. Schematic illustration of a surface S, a narrow band domain {25 with a thickness of 24, its boundary 9 {2g, and the closest point cp(x) for a
point x € 9(2.

with the following pseudo-Neumann boundary condition on 9 {2s:

¢ (x, 1) = ¢(cp(x), 1), wx, 1) = plep(x), 1), and v(x, 1) =v(cp(x), 1), ©))

where cp(x) is a point on S, which is closest to x € 925 [20]. Fig. 1 shows a schematic illustration of a surface S, a
narrow band domain {25 with a thickness of 24, its boundary {25, and the closest point cp(x) for a point x € 9 (2s.

If we take a sufficiently small §, then we have a constant value of ¢ in the direction normal to the surface. Thus, we
can use the standard Laplacian operator instead of the Laplace—Beltrami operator in the narrow band domain (25 [20],
i.e., we have

IP(x, 1)

o = Aux,t), xef, 0<t=<T, (10)
ux,t) = ¢3(x, H+A—-epx, 1) +24¢(x,t) + Av(x, 1), (11)
v(x, 1) = Ap(x, ). (12)

3. Numerical solution algorithm

In this section, we describe our algorithm for solving Eqs. (10)—(12) with the boundary condition (9). Using
ideas presented in [18,19] for the Allen—Cahn equation and the nonlocal Cahn—Hilliard equation, we discretize Egs.
(10)—(12) in the three-dimensional domain {2 = [a, b] X [c,d] x [e, f] that includes 5. Let h = (b — a)/N, =
(d —c)/Ny = (f — e)/N; be the uniform grid size, where Ny, Ny, and N, are positive integers. Let ot = (Xijk =
(xi,yj,z0)lxi =a+hi,y; =c+hj,zxk = e+ hkfor0 <i < N,,0 < j < N,;,0 <k < N,}be a discrete
domain. Let qb{’jk be an approximation of ¢ (x;jx, nAt), where At is the time step. Let Qf = {X;jkll¥ijrl < 8}
be a discrete narrow band domain and 8!2? = {Xijxldijk|Vilijk| # 0} be discrete domain boundary points, where
Vilijik = (it jk — Lotk Bi otk — L j—1 k0 Bijkst — 1ijk—1)/(2h). Here, Iijx = 0 if x;jx € 27, and I;jx = 1
otherwise. We discretize Eqs. (10)—(12) by applying an unconditionally stable scheme [12]:

n+1
gt — ol

ijk +1
P = Anufts (13)
Wikt = @D+ (= + 20080 + Anvit! (14)
vk = Anelt! (15)

with the following boundary condition on BQSh:
¢t =" eptijn)), it =p" epeijn)), and VT = 0" (epxiji)).-

Here, Apijk = (Pit1,jk + Bim1,jk + Pij+1k + Pij—1.k + Bijk+1 + @i jk—1 — 6@1jx)/h*. The numerical closest
point cp(x;x) for a point X;x € BQh is defined as

Vh|1/ft]k|

Vil ikl

In general, cp(x;jx) is not a grid point in oh e, cpXijr) ¢ 28 and thus we calculate ¢ (cp(x;jk)) by using
trilinear interpolation. Therefore, we need to take § > V/3h. In order to solve the implicit discrete equations (13)—(15)

cp(Xijk) = Xijk — |Vijkl =



H.G. Lee, J. Kim / Comput. Methods Appl. Mech. Engrg. 307 (2016) 32—-43 35

efficiently, we use the Jacobi iterative method: we set an initial guess {¢?j:1’0, u?;;l'o, vl."j“;l’o} = {qsl."jk, M:’J 0 v{’j ) and

calculate {@" T 1 HL ot tmtl ntlmt n+lm  n+lm _n+lm

} from the given {¢ ,V }form =0, 1, ..., by solving the

ijk » Mijk » Vijk ijk 0 Mijk ijk
following equations: for all x;j; € 7,
n+1,m+1 n+1,m+1 n n+1,m n+1,m n+1,m n+1,m n+1,m n+1,m
bk N 6L, i _ Pk Feipr e R TR T R 2 T Bajace T R k- (16)
At h? At h? ’
6vn+1,m+1
n+1,m\2 n+1,m+1 n+1,m+1 ijk
x (3@ = e ottt
n n n n n n n
2@ Tk T Ok TPk T TP — 08i)
= 5
n+1,m n+1,m n+1,m n+1,m n+1,m n+1,m
oty 4 ViLik F Vi1t Ve Vi1 T Ve TV an
ijk 2 ,
n+1,m+1 n+1,m n+1,m n+1,m n+1,m n+1,m n+1,m
6k nttmtl  Pivt i YO TGk T O ik T T 18
2 Vijk = % : (18)

We iterate the Jacobi iteration (16)—(18) until [|¢"+1m+1 — gntlm L2l is less than a tolerance rol. Here, a discrete

L?-norm on Qg’ is defined as ||¢|| L2 = \/ injk e ¢i2j x J#02", where #(Zsh is the number of elements in the set Qah

n+l,x  n+lx  n+lxy n+1,m+1 n+1l,m+1 _n+1,m+1 . n h -
Then, we set {qbijk Mk s Vijk } = {qb,.jk s Mk s Viik }. Finally, injke%h ¢ijk/#‘96 is generally

not constant with respect to n since the boundary condition (9) is not conservative. In order to make the method
conservative, the following correction procedure is used:

1
1,
ot =l + Py Y (@S, — o) forall xij € QF.

S h
Xpqr €825

4. Numerical experiments

We perform several numerical experiments on various curved surfaces. Unless otherwise stated, we take an initial
condition as

¢(x,y,2,0) = ¢ +rand(x, y, 2),

where rand(x, y, z) is a random number between —0.1 and 0.1. The parameters h = At = 1,€ = 0.25, 8 = 1.1/3h,
and rol = 0.1 are used.

4.1. Convergence test

In order to estimate the convergence rate with respect to 4, we consider the evolution of ¢ on a unit sphere. An
initial condition is
¢(x,y,2,0) =0.5sin(2r x) sin(2ry) sin(2w z)

and the unit sphere is represented as a zero level set of the following signed distance function:

V(x,y,2) =x2+y2+22 -1

on a domain 2 = [—1.5, 1.5]3. Simulations are performed by varying &4 = 0.2, 0.1, 0.05, 0.025, 0.0125. The time
steps are At = 0.1h%. We define the L>- and L>-errors between two different grid sizes i and 1 /2 to be

h, At h/2,At)4 _ h, At h/2,At/4 2 h/2
llp" AT — hr2- At/ ||L2(Q§1/2) = Z (¢ijk _¢2i71,2j7],2k71) /#9;

h/2
x,-‘,-keﬁa/
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Fig. 2. (a) ¢(x, y, z,0) and (b) ¢ (x, y, z, 0.008) with & = 0.0125. The red, green, and blue regions indicate ¢ = 0.25, 0, and —0.25, respectively.
(For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Table 1
L2- and L®-errors and convergence rates at t = 0.008.
h 0.2-0.1 0.1-0.05 0.05-0.025 0.025-0.0125
L2-error 3.849 x 1072 1.150 x 102 3.132 x 1073 7.105 x 1074
Rate 1.74 1.88 2.14
L®-error 8.304 x 1072 2.709 x 1072 6.897 x 1073 1.461 x 1073
Rate 1.62 1.97 224
and
hAt L hj2,At)4 _ hAE h/2,At/4
¢ ¢ ||LOO(QBh/2) = maxh/z ¢ijk ¢2i—1,2j—1,2k—1 ,
X[jke.QB

respectively. Here, ¢h’A’ is a numerical solution obtained with a grid size & and a time step At¢. The convergence rate
is defined as

||¢h,At _ ¢h/2,At/4”
log, [ph/2ATE — gh/AAi]i6)[ ) -

Fig. 2(a) and (b) show ¢ (x, y, z, 0) and ¢ (x, y, z, 0.008) with & = 0.0125, respectively. The errors and convergence
rates at t = 0.008 are shown in Table 1. The results suggest that the numerical scheme is approximately second-order
accurate in space and first-order accurate in time. Note that we applied the pseudo-Neumann boundary condition
@ijk = ¢(cp(Xjr)) on 3(2{? and calculated ¢ (cp(x;jx)) by an interpolation since cp(x;jk) & Qah Thus, the order of
the numerical scheme can be affected by this implementation. In order to obtain more accurate results, one can try the
method suggested in [20]. Fig. 3 shows the evolution of the energy for various grid sizes. We observe that the energy
is non-increasing.

4.2. Temporal evolution on a sphere

Next, we consider the evolution of ¢ on a sphere. The sphere is represented as a zero level set of the following
signed distance function:

Y030 =2 42 42— 64

on a domain {2 = [—68, 6813. Figs. 4 and 5 show the evolution of ¢ (x, y, z, t) with q_S = 0.05 and 0.15, respectively.
Depending on the value of ¢, we have different patterns, such as striped (Fig. 4) and hexagonal (Fig. 5). Fig. 6 shows
the evolution of the energy with ¢ = 0.05 and 0.15. We observe that the energy is non-increasing.

4.3. Temporal evolution on a sphere perturbed by a spherical harmonic

In this section, we validate that the proposed method can handle complex surfaces by simulating the evolution of
¢ on a sphere of center (0, 0, 0) and radius 32 perturbed by a spherical harmonic 10Y 170 (6, ¢). Here, 6 and ¢ are the



H.G. Lee, J. Kim / Comput. Methods Appl. Mech. Engrg. 307 (2016) 32—43 37

0.9

ettt atudl

AR

0.8

(a) t = 200. (b) = 500. (c) t = 10,000.

Fig. 4. Evolution of ¢ (x, y, z, t) with q§ = 0.05.

(a) t = 250. (b) t = 350. (c) t = 5000.

Fig. 5. Evolution of ¢ (x, y, z, ) with ¢ = 0.15.

polar and azimuthal angles, respectively, and the computational domain is £2 = [—40, 40]3. Figs. 7 and 8 show the
evolution of ¢ (x, y, z, t) with ¢ = 0.05 and 0.15, respectively. From the results in Figs. 7 and 8, we can see that our
method can solve the PFC equation on not only simple but also complex surfaces. Fig. 9 shows the evolution of the
energy with ¢ = 0.05 and 0.15. We observe that the energy is non-increasing.

4.4. Temporal evolution on a cube

In order to demonstrate the robustness of the proposed method, we consider the evolution of ¢ on a cube that has
sharp curvatures. The cube is represented as a zero level set of the following signed distance function:

¥ (x, y, z) = min(max(x, max(y, 7)), 0) + \/max(i, 0)2 4+ max(¥y, 0)2 + max(z, 0)2
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Fig. 6. Evolution of €(¢)/S(¢0) with ¢ = 0.05 and 0.15.

(a) t = 200. (b) t = 300. (c) t = 10,000.

Fig. 7. Evolution of ¢ (x, y, z, t) with Jw = 0.05.

(a) t = 250. (b) t = 350. (c) t = 5000.

Fig. 8. Evolution of ¢ (x, y, z, t) with q_b =0.15.

on a domain 2 = [—36, 36]>, where X = |x| —32, 7 = |y| —32, and 7 = |z| — 32. Figs. 10 and 11 show the evolution
of ¢(x,y,z, t) with ¢ = 0.05 and 0.15, respectively. As we can see in Figs. 10 and 11, our method gives stable
solutions without difficulties, even on a surface having sharp curvatures. Fig. 12 shows the evolution of the energy
with ¢ = 0.05 and 0.15. We observe that the energy is non-increasing.

4.5. Crystal growth in a supercooled liquid on an ellipsoid

Droplets of supercooled water often exist in stratiform and cumulus clouds. Abrupt crystallization of these droplets
can occur when aircraft fly through these clouds, which can result in the formation of ice on the aircraft’s wings or
blockage of its instruments and probes. In order to simulate aircraft icing, we consider crystal growth in a supercooled
liquid on an ellipsoid. We take an initial condition

_J0.285 +rand(x, y,z) ifx < —60
¢(x.y,2,0) = {0.285 otherwise
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Fig. 9. Evolution of 8(¢)/8(¢0) with ¢ = 0.05 and 0.15.

(a) 1 = 200. (b) t = 300. () t = 10,000.

Fig. 10. Evolution of ¢ (x, y, z, t) with d_> = 0.05.

(a) t = 250. (b) t = 350. (c) t = 5000.

Fig. 11. Evolution of ¢ (x, y, z, t) with ¢ = 0.15.

on a domain {2 = [—68, 68] x [—36, 36] x [—36, 36]. Fig. 13 shows the evolution of ¢ (x, y, z, ) on an ellipsoid of
center (0, 0, 0) and radius (64, 32, 32). We observe the growth of a crystalline phase and the motion of a well-defined
crystal-liquid interface. Fig. 14 shows the evolution of the energy. We observe that the energy is non-increasing.
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Fig. 12. Evolution of £(¢)/E(¢°) with ¢ = 0.05 and 0.15.

(a)t=0. (b) t = 8000. (c) t =9000. (d) t = 16,000.

Fig. 13. Crystal growth in a supercooled liquid on an ellipsoid.
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Fig. 14. Evolution of £(¢)/E ().

4.6. Mixed pattern on an ellipsoid

In this section, we solve the PFC equation on an ellipsoid of center (0, 0, 0) and radius (96, 16, 16) with the
following initial condition:

x + 100

,v,2,0)=0.05 0.285 — 0.05
$(x,y,2,0) + ( )( 200

3
) + rand(x, y, z).
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3
Fig. 15. Evolution of ¢ (x, y, z, t) at (a) t = 0, (b) 1000, and (c) 40,000 with the initial condition ¢ (x, y, z, 0) = 0.05+4(0.285—0.05) (%) +
rand(x, y, z).

1 A
0.8
0.6
—~
(=]
<
=
Q 0.4
—~
S
W
0.2 {
1L
_0.2 L L L L L L L
0 0.5 1 15 2 25 3 3.5 4
t x10*

Fig. 16. Evolution of £(¢)/E(#°).

The computational domain is {2 = [—100, 100] x [—20, 20] x [—20, 20]. Fig. 15 shows the evolution of ¢ (x, y, z, t).
In this simulation, we obtain a mixed pattern of striped and hexagonal. Fig. 16 shows the evolution of the energy. We
observe that the energy is non-increasing.

4.7. Effect of surface topology on pattern formation

In order to investigate the effect of surface topology on pattern formation, we consider two rectangular
parallelepipeds having the following signed distance functions: Y64 8 8(x, y, z) and ¥e4 4.4(x, y,z) on a domain
0 = [-36, 36]°, where

Vuow(X, y,2) = min(max(|x| —u/2, max(|y| — v/2, |z| = w/2)),0)

—i—\/max(lxl —u/2,0)2 +max(]y| — v/2,0)% + max(|z| — w/2, 0)2.

Note that Fig. 11 shows a hexagonal pattern on the cube having ¥4 64,64 (x, y, z) with ¢ = 0.15. Figs. 17 and 18
show the evolution of ¢ (x, y, z, ) on the rectangular parallelepipeds having ¥64,8,8(x, ¥, z) and Y64 4,4(x, y, z) with
¢ = 0.15, respectively. On the rectangular parallelepiped having /648 8(x, v, z), we also obtain a hexagonal pattern.
However, on the rectangular parallelepiped having 64 4 4(x, y, z) (a narrow rectangular parallelepiped), we obtain
a striped pattern even with ¢ = 0.15. Fig. 19 shows the evolution of the energy on the rectangular parallelepipeds

having V64,8 8(x, ¥, z) and Yes 4,4(x, y, z) with ¢_5 = 0.15. We observe that the energy is non-increasing.
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(a) t = 250. (b) t = 350. (c) t = 10,000.

Fig. 17. Evolution of ¢ (x, y, z, t) on the rectangular parallelepiped having ¥4 g g(x, ¥, z) with ¢ =0.15.
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(a) 1 = 250. (b) t = 350. (¢) t = 10,000.

Fig. 18. Evolution of ¢ (x, y, z, 1) on the rectangular parallelepiped having ¢4 4 4(x, y, z) with ¢ =0.15.
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Fig. 19. Evolution of 6(¢)/5(¢0) on the rectangular parallelepipeds having ¥4 g §(x, ¥, 2) and ¥4 4 4(x, y, z) with ¢ =0.15.

5. Conclusions

We presented a simple and efficient finite difference method for the PFC equation on curved surfaces embedded in
R3. We employed a three-dimensional narrow band neighborhood of a curved surface that is defined as a zero level
set of a signed distance function. The PFC equation on the surface was extended to the three-dimensional narrow
band domain. By using the closest point method and applying a pseudo-Neumann boundary condition, we could
use the standard seven-point discrete Laplacian operator instead of the discrete Laplace—Beltrami operator on the
surface. The PFC equation on the narrow band domain was discretized using an unconditionally stable scheme and
the resulting implicit discrete system of equations was solved by using the Jacobi iterative method. We performed
numerical experiments on various curved surfaces, which demonstrate the efficiency and usefulness of the proposed
method for the PFC equation on curved surfaces.
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