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In this paper, we develop an unconditionally stable linear numerical scheme for the N - 

component Cahn–Hilliard system with second-order accuracy in time and space. The pro- 

posed scheme is modified from the Crank–Nicolson finite difference scheme and adopts 

the idea of a stabilized method. Nonlinear multigird algorithm with Gauss–Seidel-type 

iteration is used to solve the resulting discrete system. We theoretically prove that the 

proposed scheme is unconditionally stable for the whole system. The numerical solutions 

show that the larger time steps can be used and the second-order accuracy is obtained 

in time and space; and they are consistent with the results of linear stability analysis. We 

investigate the evolutions of triple junction and spinodal decomposition in a quaternary 

mixture. Moreover, the proposed scheme can be modified to solve the binary spinodal de- 

composition in complex domains and multi-component fluid flows. 
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1. Introduction 

The Cahn–Hilliard (CH) equation is an important fourth-order nonlinear partial differential equation in phase-field

method. It was originally derived from the work of Cahn and Hilliard [1] to model the binary alloy evolution. By taking

some modifications, the classical CH equation can be extended to model the two-phase fluid flow [2,3] , vesicle membrane

[4] , tumor growth [5,6] , diblock copolymer [7] , surface smoothing [8] , and structural optimization [9] , etc., see [10] for the

various applications of the CH equation. However, the classical CH equation with arbitrary initial condition does not have

analytical solution and it also brings some challenges in numerical computations because the existence of nonlinear part

and second-order derivative of Laplacian operator. Therefore, the simplest explicit Euler method is very inefficient for the

calculation of the CH equation. Naturally, accurate and efficient fully implicit or semi-implicit numerical schemes should be

developed for the CH equation. 

The CH equation has two important physical properties: the total mass conservation and total energy dissipation. There-

fore, we want the numerical schemes can still satisfy the discrete forms of mass conservation and energy dissipation under

any time step size. Kim et al. [11] developed a conservative multigrid algorithm for the CH system, where the second-order

Crank–Nicolson (CN) scheme was adopted. However, the CN scheme is not strictly unconditionally stable if a large time step

is used. Eyre [12] developed the convex splitting scheme for the CH equation and the Allen–Cahn (AC) equation. Jeong et al.

[13] adopted the complex splitting method to verify a new benchmark problem for the CH model. Based on the convex
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splitting scheme, Lee and Shin [14] developed an unconditionally stable compact scheme for the CH equation. Note that

the convex splitting method has the merits of unconditional stability and unique solvability under any time step size, how-

ever it is generally first-order accurate in time. Later, a stabilized method was developed in [15] to achieve unconditional

stability. However, the general stabilized method only has first-order accuracy in time. Zhao et al. [16] numerically inves-

tigated the power law scaling dynamics of the CH equations with various mobilities, where a stabilizing constant is used

to keep energy stability. Comparing with the first-order schemes, second-order time accurate schemes are more popular in

recent years. A popular method for constructing unconditionally stable, second-order time accurate schemes is based on

the CN approach. Chen et al. [17] proposed a second-order energy stable scheme for the Cahn–Hilliard–Hele–Shaw (CHHS)

models. Diegel et al. [18] performed the convergence and error analysis of a CN-type second-order scheme for the Cahn–

Hilliard–Navier–Stokes (CHNS) system. Another popular method is to use the second-order backward difference formula 

(BDF2) for temporal discretization. Yan et al. [19] developed a second-order temporal accurate method for the CH equation

based on the BDF2 scheme. Chen et al. [20] constructed second-order, energy stable, and positivity-preserving schemes for

the CH model with logarithmic potential. Cheng et al. [21] constructed a fourth-order finite difference scheme for the CH

equation, where the second-order time accuracy is achieved by using a BDF2 stencil. The pseudo-spectral method is also

a practical and efficient technique to develop second-order and energy stable schemes for the phase-field models, please

see [22,23] for some details. Recently, the second-order mixed finite element method has extensive applications for the CH

model. Diegel et al. [24] investigated the stability and convergence of the mixed finite element method for the CH equa-

tion. Brenner et al. [25] proposed a robust numerical solver for the second-order mixed finite element method. Diegel et al.

[26] investigated the second-order mixed finite element method for the Cahn–Hilliard–Darcy–Stokes (CHDS) system. Fur- 

thermore, Weng et al. [27] developed a high-order Fourier spectral for the space fractional CH equation with high efficiency.

Guill ́e n-Gonz ́a lez and Tierra [28] proposed a Lagrange multiplier approach for the CH equation, which can easily achieve

second-order accuracy in time. Later, Yang et al. [29] improved the Lagrange multiplier approach and developed the well-

known invariant energy quadratization (IEQ) approach for various gradient flow problems. Shen et al. [30] further improved

the IEQ approach and proposed the scalar auxiliary variable (SAV) approach. Zhu et al. [31] extended the SAV method to the

hydropdynamics coupled phase-field model. Note that the Lagrange multiplier, IEQ, and SAV approaches all can be used to

easily construct second-order schemes for the CH equation. In a new work of Li et al. [32] , a second-order linear scheme

was constructed based on the CN scheme and stabilized method. Besides that, the approaches based on the Runge–Kutta

(RK) type method have been also studied by some researchers [33,34] . Up to now, the numerical schemes mentioned above

are designed for the binary CH equation. In some physical problems, the system is usually multi-component, i.e., more than

two phases. Some typical examples are the multi-phase alloys [35] , the multi-component fluid flow [36,37] , and the ternary

nanowires [38] . Therefore, it is important to construct accurate and practical numerical schemes for the multi-component

(or N -component) CH system. Lee and Kim [39] constructed an accurate second-order scheme for the N -component CH

system, however their method is not unconditionally stable. Later, Lee et al. [40] developed an unconditionally stable-type

scheme for the N -component CH system, which is based on the first-order convex splitting method. In fact, there are few

studies of the second-order accurate and unconditionally stable method for the N -component CH system. Actually, the un-

conditional stability is hard to prove for the N -component CH system because the existence of nonlinear source term. Note

that both of the IEQ [41] and the SAV [30] can be extended to the multi-component CH system, however their approaches

need to solve a 3 × 3 system because the auxiliary variables are used. That costs extra computational time. Here, we develop

an unconditionally stable numerical method for the N -component CH system with second-order accuracy in time and space.

The proposed scheme is derived from the CN scheme and adopts the idea of stabilized method. The proposed scheme is

proved to be unconditionally stable for the whole system. Moreover, our scheme is easy to implement because all nonlinear

terms are treated to be the source terms. 

In Section 2 , we present the governing equation of the N -component CH system and show its basic properties, i.e.,

the mass conservation and the energy dissipation. In Section 3 , we describe the proposed numerical method. A proof of

unconditional stability is given in Section 4 . Section 5 presents various numerical experiments. Conclusions are derived in

Section 6 . 

2. Governing equations 

We consider a system which consists of N components in a domain �. Let c k = c k ( x , t) be the mole fraction of the i th

phase variable, which is the function of space x and time t . It is obvious that the summation of c k is 1, i.e., 

c 1 + c 2 + · · · + c N = 1 . (1) 

Let c = (c 1 , c 2 , ..., c N ) be the vector phase variables, then c ∈ G s , which is Gibbs N -simplex: 

G s = 

{ 

c ∈ R 

N | 
N ∑ 

k =1 

c k = 1 , 0 ≤ c k ≤ 1 for k = 1 , 2 , . . . , N 

} 

. (2) 

Without loss of generality, we consider the following total free energy functional: 

E(c ) = 

∫ 
�

( 

N ∑ 

k =1 

F (c k ) + 

ε2 

2 

N ∑ 

k =1 

|∇c k | 2 
) 

d x , (3) 
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where F ( c k ) is a truncated potential functional. We constrict the growth of F ( c k ) to be quadratic for c k ≥ 1.25 or c k ≤ −0 . 25 ,

i.e., the following truncated potential is used for k = 1 , 2 , . . . , N: 

F (c k ) = 

⎧ ⎨ 

⎩ 

0 . 7188 c 2 
k 

+ 0 . 125 c k + 0 . 0107 if c k ≤ −0 . 25 , 

0 . 25 c 2 
k ( c k − 1 ) 

2 if − 0 . 25 < c k < 1 . 25 , 

0 . 7188 c 2 
k 

− 1 . 5625 c k + 0 . 8545 if c k ≥ 1 . 25 . 

(4)

ε is a positive parameter related to the interfacial energy. The temporal evolution of each component c k is governed by the

following multi-component CH system: 

∂c k 
∂t 

= �μk , (5)

μk = F ′ (c k ) − ε2 �c k + β(c ) , for k = 1 , 2 , . . . , N, (6)

where μ is the chemical potential, F ′ (c k ) = c k (c k − 0 . 5)(c k − 1) , β(c ) = − 1 
N 

N ∑ 

k =1 

F ′ (c k ) is a variable Lagrangian multiplier

which is used to satisfy the mass conservative constraint in Eq. (1) . To achieve the mass conservation of the whole sys-

tem, the zero Neumann boundary condition is used for each μk : 

∇μk · n = 0 on ∂�. (7)

Here, n is the unit normal vector to the domain boundary ∂�. We differentiate the total energy E(c ) and the total mass of

each component 
∫ 
� c k d x with respect to time t 

d 

d t 
E(c ) = 

∫ 
�

N ∑ 

k =1 

(
∂F (c ) 

∂t 

∂c k 
∂t 

+ ε2 ∇c k · ∇ 

∂c k 
∂t 

)
d x 

= 

∫ 
�

N ∑ 

k =1 

∂F (c ) 

∂t 

∂c k 
∂t 

d x + 

∫ 
∂�

N ∑ 

k =1 

ε2 ∇c k · n 

∂c k 
∂t 

d s −
∫ 
�

N ∑ 

k =1 

ε2 �c k 
∂c k 
∂t 

d x 

= 

∫ 
�

N ∑ 

k =1 

(
∂F (c ) 

∂c k 
− ε2 �c k 

)
∂c k 
∂t 

d x = 

∫ 
�

N ∑ 

k =1 

( μk − β(c ) ) 
∂c k 
∂t 

d x 

= 

∫ 
�

N ∑ 

k =1 

μk �μk d x − β(c ) 

∫ 
�

N ∑ 

k =1 

∂c k 
∂t 

d x = −
∫ 
�

N ∑ 

k =1 

|∇μk | 2 d x ≤ 0 (8)

and 

d 

d t 

∫ 
�

c k d x = 

∫ 
�

∂c k 
∂t 

d x = 

∫ 
�

�μk d x = 

∫ 
∂�

∇μk · n d s = 0 , (9)

where the homogenous Neumann boundary condition in Eq. (7) is used. Obviously, we can find that the total energy of the

whole system is non-increasing and the total mass of each component is conservative in time. 

3. Numerical solution 

We describe the proposed numerical scheme in two-dimensional space � = (a, b) × (c, d) , the extension to three-

dimensional space is straightforward. We only need to solve the N − 1 components successively, the N th component can

be naturally obtained by c N = 1 − c 1 − c 2 · · · − c N−1 . Let N x and N y be the positive even mesh sizes in x - and y -directions,

respectively. The uniform space step is defined to be h = (b − a ) /N x = (d − c) /N y . The set of cell-centers is defined as

�d = 

{
(x i , y j ) : x i = a + (i − 0 . 5) h, y j = c + ( j − 0 . 5) h, 1 ≤ i ≤ N x , 1 ≤ j ≤ N y 

}
. The time step is defined to be �t = T /N t ,

where T is the total computational time, N t is the number of temporal evolution. We define c k , ij and μk , ij be the approxima-

tions of c k ( x i , y j ) and μk ( x i , y j ), respectively. In the previous work of Lee and Kim [39] , the following Crank–Nicolson scheme

was used for the N -component CH system to achieve second-order accuracy in time 

c n +1 
k,i j 

− c n 
k,i j 

�t 
= �d μ

n + 1 2 

k,i j 
, (10)

μ
n + 1 2 

k,i j 
= 

1 

2 

(
F ′ (c n +1 

k,i j 
) + F ′ (c n k,i j ) 

)
− ε2 

2 

(
�d c 

n +1 
k,i j 

+ �d c 
n 
k,i j 

)
+ 

1 

2 

(
β(c n +1 

i j 
) + β(c n i j ) 

)
, for k = 1 , 2 , . . . , N, (11)

where the discrete five-point Laplacian operator is �d φi j = (φi +1 , j + φi −1 , j + φi, j+1 + φi, j−1 − 4 φi j ) /h 2 . Although the CN

scheme has second-order accuracy in time, it is hard to satisfy the energy law because of the existence of nonlinear term

F ′ ( c ). To develop a second order scheme that does satisfy an energy law, we adopt the idea of stabilized method to divide
k 
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the nonlinear term at n + 1 time level F ′ (c n +1 
k 

) into two parts: F ′ (c n +1 
k 

) − γ c n +1 
k 

and γ c n +1 
k 

. To avoid solving the nonlin-

ear system, we approximate F ′ (c n +1 
k 

) − γ c n +1 
k 

by using the second-order accurate extrapolation from previous values, i.e.,

F ′ (c n +1 
k 

) − γ c n +1 
k 

≈ 2 
(
F ′ (c n 

k 
) − γ c n 

k 

)
−
(
F ′ (c n −1 

k 
) − γ c n −1 

k 

)
. Here, γ is a positive stabilizing parameter. Similarly, we approxi-

mate β(c n +1 
k 

) by β(c n +1 ) ≈ 2 β(c n ) − β(c n −1 ) . Thus, the proposed second-order scheme can be written as: 

c n +1 
k,i j 

− c n 
k,i j 

�t 
= �d μ

n + 1 2 

k,i j 
, (12) 

μ
n + 1 2 

k,i j 
= 

3 

2 

(
F ′ (c n k,i j ) − γ c n k,i j 

)
− 1 

2 

(
F ′ (c n −1 

k,i j 
) − γ c n −1 

k,i j 

)
+ 

γ

2 

(
c n +1 

k,i j 
+ c n k,i j 

)
− ε2 

2 

(
�d c 

n +1 
k,i j 

+ �d c 
n 
k,i j 

)
+ 

3 

2 

β(c n i j ) −
1 

2 

β(c n −1 
i j 

) , for k = 1 , 2 , . . . , N. (13) 

To solve the resulting discrete system of Eqs. (12) and (13) , we use a multigrid algorithm with Gauss–Seidel-type smoothing

operator. For some details of multigrid algorithm, see [11,42,43] . Note that the proposed scheme is unconditionally stable

for the whole system. A detailed proof will be presented in Section 4 . 

4. Analyses for the whole system 

4.1. Unconditionally stability 

We prove that the proposed numerical scheme in Section 3 is unconditionally stable for the whole system. First, the

discrete inner product for ( φ, ϕ) d is defined to be 

( φ, ϕ ) d = h 

2 
N x ∑ 

i =1 

N y ∑ 

j=1 

φi j ϕ i j . (14) 

Next, the discrete inner product for 〈∇ d φ, ∇ d ϕ〉 d is defined by 

〈∇ d φ, ∇ d ϕ〉 d = h 

2 

( 

N x −1 ∑ 

i =1 

N y ∑ 

j=1 

D x φi + 1 2 , j D x ϕ i + 1 2 , j + 

N x ∑ 

i =1 

N y −1 ∑ 

j=1 

D y φi, j+ 1 2 
D y ϕ i, j+ 1 2 

) 

+ 

h 

2 

2 

N y ∑ 

j=1 

D x φ 1 
2 , j D x ϕ 1 

2 , j + 

h 

2 

2 

N y ∑ 

j=1 

D x φN x + 1 2 , j D x ϕ N x + 1 2 , j 

+ 

h 

2 

2 

N x ∑ 

i =1 

D y φi, 1 2 
D y ϕ i, 1 2 

+ 

h 

2 

2 

N x ∑ 

i =1 

D y φi,N y + 1 2 
D y ϕ i,N y + 1 2 

, (15) 

where D x φi + 1 
2 

, j 
and D y φi, j+ 1 

2 
are defined by 

D x φi + 1 2 , j = 

1 

h 

(
φi +1 , j − φi j 

)
, D y φi, j+ 1 2 

= 

1 

h 

(
φi, j+1 − φi j 

)
. (16) 

The discrete zero Neumann boundary conditions are written as D x φ 1 
2 

, j 
= D x φN x + 1 2 

, j 
= D y φi, 1 

2 
= D y φi,N y + 1 2 

= 0 . Because the

following proof only needs the temporal index, we omit the spatial index for convenience. We then define the discrete norm

as ‖ c k ‖ 2 d 
= ( c k , c k ) d and ‖∇ d c k ‖ 2 d 

= 〈∇ d c k , ∇ d c k 〉 d . The discrete total energy functional of the whole system is defined to be 

E d (c n ) = 

N ∑ 

k =1 

E d (c n k ) , (17) 

where the discrete total energy functional of the component c k is defined to be 

E d (c n k ) = 

(
F (c n k ) , 1 

)
d 

+ 

ε2 

2 

〈∇ d c 
n 
k , ∇ d c 

n 
k 

〉
d 
. (18) 

Here, 1 is the all-ones vector. Let the discrete pseudo energy of the component c k be 

˜ E d (c n +1 
k 

, c n k ) = E d (c n +1 
k 

) + 

1 

4 

[
γ −

(
F 

′′ 
( ̄
 

n −1 ) + 2 F 
′′ 
( ψ̄ 

n ) 
)]‖ c n +1 

k 
− c n k ‖ 

2 
d , (19) 

where 
̄ 

n −1 is a constant for the mean value theorem and will be defined in Eq. (28) ; and ψ̄ 

n is a constant satisfying (
F ′ (c n k ) , c 

n +1 
k 

− c n k 

)
d 

= 

(
F (c n +1 

k 
) − F (c n k ) , 1 

)
d 

− 1 

F 
′′ 
( ψ̄ 

n ) ‖ c n +1 
k 

− c n k ‖ 

2 
d . (20) 
2 
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Next, we start to prove that the proposed scheme (12) and (13) are unconditionally stable, i.e., the discrete total energy of

the whole system is non-increasing in time under the condition γ > 3 F 
′′ 
(M p ) ≥ max { F ′′ ( ̄
 

n −1 ) + 2 F 
′′ 
( ψ̄ 

n ) } , where γ is a

positive parameter. Because the truncated potential functional in Section 2 is used. Therefore, we can define the maximum

value of F 
′′ 
(c k ) as max { F ′′ (c k ) } = 3 max { c k } 2 − 3 max { c k } + 0 . 5 in the computation, where max { c k } = M p is the maximum

value of c k . 

Remark. In this work, we follow the ideas of the stabilized method [44] , where the assumption ‖ F ′′ ‖ ∞ 

≤ L is satisfied by

using a proper truncated potential functional, i.e., the classical double-well potential F is restricted to quadratic for c k ≥ M p

or c k ≤ 1 − M p . Here M p is a constant and M p ≥ 1. Using this assumption, the classical stabilized method can be proved to be

unconditionally stable. The main reason for this approach is that many physically relevant researches focus on the results

locating in 0 ≤ c k ≤ 1. Please refer to [45,46] for some applications of truncated potential functional of the CH model. Because

the truncated potential functional in Section 2 is used. Thus, we can easily find the maximum value of F ′′ . 

Lemma 1. Three solutions (c n +1 
k 

, c n 
k 
, c n −1 

k 
) of the scheme (12) and (13) satisfy: 

E d (c n +1 
k 

) ≤ ˜ E d (c n +1 
k 

, c n k ) . (21)

Proof. Eq. (18) subtracts Eq. (19) , we have 

E d (c n +1 
k 

) − ˜ E d (c n +1 
k 

, c n k ) = −1 

4 

[
γ − (F 

′′ 
( ̄
 

n −1 ) + 2 F 
′′ 
( ψ̄ 

n )) 
]‖ c n +1 

k 
− c n k ‖ 

2 
d ≤ 0 . (22)

Here, the condition γ > 3 F 
′′ 
(M p ) ≥ max { F ′′ ( ̄
 

n −1 ) + 2 F 
′′ 
( ψ̄ 

n ) } is used. �

Theorem 1. If c n +1 
k 

, c n 
k 
, and c n −1 

k 
are the solutions of Eqs. (12) and (13) , then the following energy law of the whole system

holds for any time step �t : 

˜ E d (c n +1 , c n ) ≤ ˜ E d (c n , c n −1 ) . (23)

Proof. We multiply Eq. (12) by μ
n + 1 

2 

k 
and then take the discrete inner product, we have (

c n +1 
k 

− c n k , μ
n + 1 2 

k 

)
d 

= �t 

(
�d μ

n + 1 2 

k 
, μ

n + 1 2 

k 

)
d 

= −�t 

〈 
∇ d μ

n + 1 2 

k 
, ∇ d μ

n + 1 2 

k 

〉 
d 

= −�t 

∥∥∥∇ d μ
n + 1 2 

k 

∥∥∥2 

d 
. (24)

We multiply Eq. (13) by c n +1 
k 

− c n 
k 

and take the discrete inner product by parts, we have 

−
(

ε2 

2 

�d c 
n +1 
k 

+ 

ε2 

2 

�d c 
n 
k , c 

n +1 
k 

− c n k 

)
d 

= 

ε2 

2 

∥∥∇ d c 
n +1 
k 

∥∥2 

d 
− ε2 

2 

∥∥∇ d c 
n 
k 

∥∥2 

d 
, (25)

γ

2 

(
c n +1 

k 
− 2 c n k + c n −1 

k 
, c n +1 

k 
− c n k 

)
d 

= 

γ

4 

( ‖ c n +1 
k 

− c n k ‖ 

2 
d − ‖ c n k − c n −1 

k 
‖ 

2 
d + ‖ c n +1 

k 
− 2 c n k + c n +1 

k 
‖ 

2 
d ) , (26)

(
F ′ (c n k ) , c 

n +1 
k 

− c n k 

)
d 

= 

(
F (c n +1 ) k − F (c n k ) , 1 

)
d 

−
(

1 

2 

F 
′′ 
(ψ 

n )(c n +1 
k 

− c n k ) , c 
n +1 
k 

− c n k 

)
d 

= 

(
F (c n +1 

k 
) − F (c n k ) , 1 

)
d 

− 1 

2 

F 
′′ 
( ψ̄ 

n ) ‖ c n +1 
k 

− c n k ‖ 

2 
d . (27)

Here, the Taylor expansion and mean value theorem are used in Eq. (27) . Note that ψ 

n is a value locates between c n +1 
k 

and

c n 
k 

from Taylor expansion. The constant value ψ̄ 

n exists because of the mean value theorem. In a similar manner, we can

have (
1 

2 

F ′ (c n k ) −
1 

2 

F ′ (c n −1 
k 

) , c n −1 
k 

− c n k 

)
d 

= 

(
1 

2 

F 
′′ 
(ψ 

n −1 )(c n k − c n −1 
k 

) , c n +1 
k 

− c n k 

)
d 

= 

(
1 

2 

F 
′′ 
(ψ 

n −1 )(c n k − c n −1 
k 

) , c n k − c n −1 
k 

)
d 

+ 

(
1 

2 

F 
′′ 
(ψ 

n −1 )(c n +1 
k 

− 2 c n k + c k −1 
k 

) , c n k − c n −1 
k 

)
d 

= 

1 

2 

F 
′′ 
( ψ̄ 

n −1 ) 
(
c n k − c n −1 

k 
, c n k − c n −1 

k 

)
d 

+ 

1 

2 

F 
′′ 
( ̄
 

n −1 ) 
(
c n +1 

k 
− 2 c n k + c n −1 

k 
, c n k − c n −1 

k 

)
d 

= −F 
′′ 
( ̄
 

n −1 ) 

4 

(‖ c n +1 
k 

− c n k ‖ 

2 
d − ‖ c n k − c n −1 

k 
‖ 

2 
d − ‖ c n +1 

k 
− 2 c n k + c n −1 

k 
‖ 

2 
d ) + 

1 

2 

F 
′′ 
( ψ̄ 

n −1 ) 
∥∥c n k − c n −1 

k 

∥∥2 

d 
. (28)

Here, ψ 

n −1 is constant for the Taylor expansion, ψ̄ 

n −1 and 
̄ 

n −1 are the constants for the mean value theorem. (
3 

2 

β(c n ) − 1 

2 

β(c n −1 ) , c n +1 
k 

− c n k 

)
= 

(
3 

2 

β(c n ) , c n +1 
k 

− c n k 

)
−
(

1 

2 

β(c n −1 ) , c n +1 
k 

− c n k 

)
. (29)
d d d 
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By using the definition of discrete pseudo energy in Eq. (19) and combining the Eqs. (24) - (29) together, we have 

˜ E d (c n +1 
k 

, c n k ) − ˜ E d (c n k , c 
n −1 
k 

) = 

ε2 

2 

‖∇ d c 
n +1 
k 

‖ 

2 
d −

ε2 

2 

‖∇ d c 
n 
k ‖ 

2 
d + 

(
F (c n +1 

k 
) − F (c n k ) , 1 

)
d 

+ 

1 

4 

[
γ −

(
F 

′′ 
( ̄
 

n −1 ) + 2 F 
′′ 
( ψ̄ 

n ) 
)]‖ c n +1 

k 
− c n k ‖ 

2 
d 

−1 

4 

[
γ −

(
F 

′′ 
( ̄
 

n −1 ) + 2 F 
′′ 
( ψ̄ 

n −1 ) 
)]‖ c n k − c n −1 

k 
‖ 

2 
d 

= −�t 

∥∥∥∥∇ d μ
n +1 
k 

+ ∇ d μ
n 
k 

2 

∥∥∥∥
2 

d 

−
(

γ + F 
′′ 
( ̄
 

n −1 ) 

4 

)
‖ c n +1 

k 
− 2 c n k + c n −1 

k 
‖ 

2 
d 

−
(

3 

2 

β(c n ) , c n +1 
k 

− c n k 

)
d 

−
(

1 

2 

β(c n −1 ) , c n +1 
k 

− c n k 

)
d 
. (30) 

For k = 1 , 2 , . . . , N in the whole system, by summing Eq. (30) together and using the constraint condition in Eq. (1) , we can

find that ( 

3 

2 

β(c n ) , 
N ∑ 

k =1 

(c n +1 
k 

− c n k ) 

) 

d 

−
( 

1 

2 

β(c n −1 ) , 
N ∑ 

k =1 

(c n +1 
k 

− c n k ) 

) 

d 

= 

(
3 

2 

β(c n ) , (c n +1 
1 + · · · + c n +1 

N ) − (c n 1 + · · · + c n N ) 
)

d 
−
(

1 

2 

β(c n ) , (c n +1 
1 + · · · + c n +1 

N ) − (c n 1 + · · · + c n N ) 
)

d 

= 

(
3 

2 

β(c n ) , 0 

)
d 

−
(

1 

2 

β(c n ) , 0 

)
d 

= 0 . (31) 

Here, 0 is the zero vector. Thus, we have 

˜ E d (c n +1 , c n ) − ˜ E d (c n , c n −1 ) = −�t 

N ∑ 

k =1 

∥∥∥∇ d μ
n + 1 2 

k 

∥∥∥2 

d 
−
(

γ + F 
′′ 
( ̄
 

n −1 ) 

4 

)
N ∑ 

k =1 

‖ c n +1 
k 

− 2 c n k + c n −1 
k 

‖ 

2 
d ≤ 0 . (32) 

Here, the condition γ > 3 F 
′′ 
(M p ) ≥ max { F ′′ ( ̄
 

n −1 ) + 2 F 
′′ 
( ψ̄ 

n ) } is used. �

Theorem 2. Suppose that 

{ 
c n 

k 
, μ

n − 1 
2 

k 

} N t 
n =1 

for k = 1 , 2 , . . . , N is a sequence of solution pairs of the scheme (12) and (13) with

the initial conditions c 0 
k 

and c −1 
k 

, where c −1 
k 

= c 0 
k 

∈ [0 , 1] for k = 1 , 2 , . . . , N. If γ > 3 F 
′′ 
(M p ) ≥ max { F ′′ ( ̄
 

n −1 ) + 2 F 
′′ 
( ψ̄ 

n ) } is
satisfied, then we obtain that 

E d (c n +1 ) ≤ ˜ E d (c n +1 , c n ) ≤ E d (c 0 ) . (33) 

Proof. By Lemma 1 , we have known that E d (c n +1 
k 

) ≤ ˜ E d (c n +1 
k 

, c n 
k 
) for each component. Clearly, we have the conclusion that

E d (c n +1 ) ≤ ˜ E d (c n +1 , c n ) holds for the whole system. Using the Theorem 1 and the condition c −1 = c 0 ∈ [0 , 1] , we obtain a

chain of inequalities, 

E d (c n +1 ) ≤ ˜ E d (c n +1 , c n ) ≤ ˜ E d (c n , c n −1 ) ≤ · · · ≤ ˜ E d (c 0 , c −1 ) = E d (c 0 ) . (34) 

Therefore, we get the conclusion that the discrete energy of the whole system is non-increasing in time under the bounded

initial condition and a proper stabilized parameter γ . 

We note that the proposed scheme (12) and (13) is unconditionally stable for the whole system. The numerical results

in Section 5 show that the larger time steps can satisfy the property of energy dissipation. �

4.2. Mass conservation 

The total mass conservation for each component is another important property of the N -component CH system. To prove

that the proposed scheme satisfies the mass conservation, i.e., 
(
c n +1 

k 
, 1 
)

d 
= 

(
c n 

k 
, 1 
)

d 
. By taking the discrete inner product for

Eq. (12) , we have (
c n +1 

k 
, 1 

)
d 

−
(
c n k , 1 

)
d 

= �t 

(
�d μ

n + 1 2 

k 
, 1 

)
d 

= −�t 

〈 
∇ d μ

n + 1 2 

k 
, ∇ d 1 

〉 
d 

= 0 . (35) 

Here, the zero Neumann boundary condition is used for μ . Therefore, the mass conservation for each component is proved.
k 
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4.3. Unique solvability 

Here, we prove that the proposed method is uniquely solvable for any time step �t > 0 under a proper positive param-

eter γ , where γ > 3 F 
′′ 
(M p ) ≥ max { F ′′ ( ̄
 

n −1 ) + 2 F 
′′ 
( ψ̄ 

n ) } . By combining the Eq. (12) and Eq. (13) , the proposed scheme is

rewritten to be 

c n +1 
k 

− c n 
k 

�t 
= �d 

[ 
3 

2 

(
F ′ (c n k ) − γ c n k 

)
− 1 

2 

(
F ′ (c n −1 

k 
) − γ c n −1 

k 

)
+ 

γ

2 

(
c n +1 

k 
+ c n k 

)
− ε2 

2 

(
�d c 

n +1 
k 

+ �d c 
n 
k 

)
+ 

3 

2 

β(c n ) − 1 

2 

β(c n −1 ) 
] 
, for k = 1 , 2 , . . . , N. (36)

Here, we note that the space index is omitted. Assuming that the values at n and n − 1 time levels are known, then we

define the following convex functional: 

Q(c k ) = 

∫ 
�

[
1 

2�t 
| c k | 2 + 

γ

4 

|∇c k | 2 + 

ε2 

4 

| �c k | 2 − g n,n −1 c k 

]
dx , (37)

where 

g n,n −1 = 

c n 

�t 
− �

[
3 

2 

(
F ′ (c n k ) − γ c n k 

)
− 1 

2 

(
F ′ (c n −1 

k 
) − γ c n −1 

k 

)
+ 

γ

2 

c n k −
ε2 

2 

�c n k + 

3 

2 

β(c n ) − 1 

2 

β(c n −1 ) 

]
. 

By taking the variational derivative of Q ( c k ) for c k at n + 1 time level, we obtain 

δQ 

δc k 

∣∣∣
c k = c n +1 

k 

= 

1 

�t 
c n +1 

k 
− γ

2 

�c n +1 
k 

+ 

ε2 

2 

�2 c n +1 
k 

− g n,n −1 . (38)

For a convex functional Q ( c k ), its minimum value uniquely exists as δQ 
δc k 

= 0 . Therefore, we can find that the solution in the

proposed scheme (36) is the minimum value of Q ( c k ) in a discrete manner, that means our scheme is uniquely solvable. 

5. Numerical results 

We numerically show that the accuracy and practicability of the proposed scheme. In the simulations, the truncated

potential functional in Section 2 is used. Thus, we chose a proper value γ = 5 without specific needs. In the following tests

without fluid flow, the zero Neumann boundary conditions are used for c k and μk along x - and y -directions. In the last

test of multi-component fluid flow, we set the periodic boundary condition for c k and μk along x -direction and the zero

Neumann boundary condition for c k and μk along y -direction. 

5.1. Linear stability analysis 

First, we investigate the short-time evolution of a four-component CH system to show the accuracy. In previous works

[39,40] , authors gave that the following solution of a four-component CH system: 

c (x, t) = m + 

∞ ∑ 

k =1 

cos (kπx )(αk (t) , βk (t) , γk (t)) . (39)

on the one-dimensional domain � = (0 , 1) . Here, m = (m, m, m ) , where m is a positive value. The evolution of αk ( t ), βk ( t ),

and γ k ( t ) are defined as: 

( αk (t) , βk (t) , γk (t) ) = 

αk (0) + βk (0) + γk (0) 

3 

(1 , 1 , 1) e λ1 t 

+ 

−αk (0) − βk (0) + 2 γk (0) 

3 

(−1 , 0 , 1) e λ2 t 

+ 

−αk (0) + 2 βk (0) − γk (0) 

3 

(−1 , 1 , 0) e λ3 t , (40)

where 

λ1 = −k 2 π2 

2 

(42 m 

2 − 15 m + 1 + 2 ε2 k 2 π2 ) , 

λ2 = λ3 = −k 2 π2 

2 

(6 m 

2 − 6 m + 1 + 2 ε2 k 2 π2 ) . 
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Fig. 1. Temporal evolutions of numerical and analytical values of αk , βk , and γ k . 

 

 

 

 

 

 

 

 

 

 

 

 

In the simulation, the initial conditions are set to be 

c 1 (x, 0) = 0 . 25 + 0 . 01 cos (3 πx ) , (41)

c 2 (x, 0) = 0 . 25 + 0 . 02 cos (3 πx ) , (42)

c 3 (x, 0) = 0 . 25 + 0 . 03 cos (3 πx ) . (43)

The numerical parameters: k = 3 , m = 0 . 25 , h = 1 / 512 , �t = 0 . 1 h, ε = 0 . 0 0 094 . The numerical form of αk , βk , and γ k are

given as: 

αn 
k = 

(
max 

1 ≤i ≤N x 
c n 1 (x i ) − min 

1 ≤i ≤N x 
c n 1 (x i ) 

)
/ 2 , (44) 

βn 
k = 

(
max 

1 ≤i ≤N x 
c n 2 (x i ) − min 

1 ≤i ≤N x 
c n 2 (x i ) 

)
/ 2 , (45) 

γ n 
k = 

(
max 

1 ≤i ≤N x 
c n 3 (x i ) − min 

1 ≤i ≤N x 
c n 3 (x i ) 

)
/ 2 . (46) 

Figure 1 shows the temporal evolutions of numerical and analytical values, we can find that the numerical and analytical

results are in good agreement. 

5.2. Energy dissipation and mass conservation 

The mass conservation and energy dissipation are two important properties of the N -component CH system. We numer-

ically investigate these two properties in this part. Here, we consider the four-phase separation in two-dimensional domain

� = (0 , 1) 2 . The initial conditions are set to be 

c 1 (x, y, 0) = 0 . 25 + 0 . 1 rand() , (47)

c 2 (x, y, 0) = 0 . 25 + 0 . 1 rand() , (48)

c 3 (x, y, 0) = 0 . 25 + 0 . 1 rand() , (49)

c 4 (x, y, 0) = 1 − c 1 (x, y, 0) − c 2 (x, y, 0) − c 3 (x, y, 0) . (50)

Here, rand() denotes the random number between −1 and 1. We use the following numerical parameters: h = 1 / 128 , �t =
0 . 1 h, ε = 0 . 0038 . The discrete mass M 

d ( c ) and energy E d (c ) are defined as follows: 
k 
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Fig. 2. Temporal evolutions of total mass and total energy. Different colors represent different components. 

Fig. 3. Temporal evolutions of total energy with different time steps. Different colors represent different components. 

 

 

 

 

 

 

 

 

 

 

M 

d (c k ) = 

1 

h 

2 

N x ∑ 

i =1 

N y ∑ 

j=1 

c k,i j , (51)

E d (c ) = 

1 

h 

2 

N x −1 ∑ 

i =1 

N y −1 ∑ 

j=1 

[
F (c i j ) + 

ε2 

2 

(
(c i +1 , j − c i j ) 

2 

h 

2 
+ 

(c i, j+1 − c i j ) 
2 

h 

2 

)]
. (52)

The temporal evolutions of total mass and total energy are illustrated in Fig. 2 , where the embedded small figures are the

evolutions at particular moments. Note that the total mass and energy are both normalized by the initial values. We can

find that the total mass of each component is conserved and total energy of the whole system is non-increasing in time. 

5.3. Stability test 

To verify the stability of the proposed method, we consider the four-component separation in a 2D domain � = (0 , 1) 2 .

The initial conditions and numerical parameters keep unchanged like those in Section 2 . Here, a set of increasing time steps:

�t = 0 . 1 h, h, 10 h, and 100 h are used to perform the numerical experiments until T = 46 . 875 . The temporal evolutions of

discrete total energy are presented in Fig. 3 . Figures 4 (a), (b), (c), and (d) illustrates the final evolutions with respect to

different time steps. As we can see, the total energies under different time steps are both non-increasing in time. From

results in Fig. 4 , we find that a large enough time step will affects the accuracy of the computation, i.e., a large enough time

step makes the interfaces be rough. 
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Fig. 4. Evolutions of four-component mixture at T = 46 . 875 with respect to different time steps: (a) �t = 0 . 1 h, (b) �t = h, (c) �t = 10 h, and (d) �t = 100 h . 

 

 

 

 

 

 

 

 

 

5.4. Convergence test 

To numerically show the convergence rates in time and space, we consider the following initial conditions of a three-

component system: 

c 1 (x, y, 0) = 

1 

3 

+ 0 . 01 cos (3 πx ) + 0 . 04 cos (5 πx ) , (53)

c 2 (x, y, 0) = 

1 

3 

+ 0 . 01 cos (2 πx ) + 0 . 02 cos (4 πx ) , (54)

c 3 (x, y, 0) = 1 − c 1 (x, y, 0) − c 2 (x, y, 0) . (55)

in the domain � = (0 , 1) 2 . The parameter ε = 0 . 005 in this test. To obtain the convergence rate in time, we fix the space

step to be h = 1 / 256 . Because the CH equation does not have analytical solution in general, a reference solution c 
re f 

k 
is

chosen with very fine time step �t re f = 0 . 1 h 2 . A set of decreasing time step: �t = 32�t re f , 16�t re f , 8�t re f , and 4 �t ref 

is used to perform the numerical simulation until T = 0 . 0183 . We define the error under a particular time step as the l 2 -

norm of the difference between computational result and reference solution at t = T , i.e., e �t = 

∥∥∥c k,i j − c 
re f 

k,i j 

∥∥∥
2 
. The rate of

convergence is defined as: log 2 

(
‖ e �t ‖ 2 / 

∥∥∥e �t 
2 

∥∥∥
2 

)
. The errors and convergence rates obtained are presented in Table 1 . The

results indicate that the proposed scheme can achieve second-order accuracy in time. 
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Table 1 

Errors and convergence rates with different time steps. Here, h = 1 / 256 is fixed. The numerical 

reference is obtained with �t re f = 0 . 1 h 2 at t = T = 0 . 0183 . 

�t 32 �t ref 16 �t ref 8 �t ref 4 �t ref 

c 1 : l 2 -error 7.7291E-4 1.9921E-4 4.9697E-5 1.1868E-5 

c 1 : Rate 1.96 2.00 2.07 

c 2 : l 2 -error 6.4169E-4 1.6608E-4 4.1477E-5 9.9058E-6 

c 2 : Rate 1.95 2.00 2.07 

Table 2 

Errors and convergence rates with different space steps. Here, �t = 0 . 0 0 01 is fixed. The numeri- 

cal reference is obtained with h re f = 1 / 1024 at t = T = 0 . 0024 . 

h 64 h ref 32 h ref 16 h ref 8 h ref 

c 1 : l 2 -error 1.9921E-4 5.5238E-5 1.4068E-5 3.4167E-6 

c 1 : Rate 1.85 1.97 2.04 

c 2 : l 2 -error 2.4660E-4 6.3946E-5 1.5543E-5 3.2783E-6 

c 2 : Rate 1.95 2.04 2.25 

 

 

 

 

 

 

 

 

 

 

To obtain the convergence rate in space, we fix the time step to be �t = 0 . 0 0 01 . The reference solution c 
re f 

k 
is chosen

with very fine space step h re f = 1 / 1024 . A set of decreasing space step: h = 64 h re f , 32 h re f , 16 h re f , and 8 h ref is used to

perform the numerical simulation until T = 0 . 0024 . We define the error under a particular time step as the l 2 -norm of the

difference between computational result and reference solution at t = T , i.e., 

e h = 

∥∥∥c k,i j − 0 . 25 

(
c re f 

k, 2 p i −2 p−1 , 2 p j−2 p−1 + c re f 

k, 2 p i −2 p−1 +1 , 2 p j−2 p−1 +1 
+ c re f 

k, 2 p i −2 p−1 +1 , 2 p j−2 p−1 + c re f 

k, 2 p i −2 p−1 , 2 p j−2 p−1 +1 

)∥∥∥
2 
, 

where p = 3 , 4 , 5 , and 6 with respect to h = 8 h re f , 16 h re f , 32 h re f , and 64 h ref respectively. The rate of convergence is de-

fined as: log 2 

(
‖ e h ‖ 2 / 

∥∥∥e h 
2 

∥∥∥
2 

)
. The errors and convergence rates are listed in Table 2 . The results indicate that the proposed

method can achieve second-order accuracy in space. 

5.5. Triple junction 

We perform the evolution of triple junction in a four-component system. The initial state in two-dimensional domain � =
(0 , 1) 2 is illustrated in Fig. 5 (a) with the initial angles: 90 ◦ and 180 ◦ at the interfaces. We use the space step h = 1 / 256 , time

step �t = h, ε = 0 . 0019 to perform the simulation until the solution becomes numerically stationary, i.e., ‖ c n +1 
k,i j 

− c n 
k,i j 

‖ 2 ≤
1 . 0 E − 5 . In Fig. 5 , we display the temporal evolution of triple junction at t = 0 , 5�t, and 50 �t (stationary state), where

the component 1, 2, 3, and 4 are represented by the black, dark gray, gray, and white regions, respectively. Because the total

energy functional is symmetric and the interfacial parameter ε is constant, we observe that the triple junction angles arrive

the value 120 ◦ at stationary state. Note that a similar result can be found in the previous work of Lee and Kim [39] . 
Fig. 5. Temporal evolution of triple junction at (a) t = 0 , (b) t = 5�t, and (c) t = 50�t . 
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5.6. Spinodal decomposition 

Next, we investigate the effect of initial distribution of phase variables on the phase separation in a quaternary mixture.

The computational domain is � = (0 , 1) 2 . The following initial conditions are considered: 

c 1 (x, y, 0) = m + 0 . 05 rand() , (56) 

c 2 (x, y, 0) = m + 0 . 05 rand() , (57) 

c 3 (x, y, 0) = m + 0 . 05 rand() , (58) 

c 4 (x, y, 0) = 1 − c 1 (x, y, 0) − c 2 (x, y, 0) − c 3 (x, y, 0) , (59)

where three different values: m = 1 / 4 , 1 / 5 , and 1/6 are used. The numerical parameters keep unchanged like those in

Section 5.5 . The results with m = 1 / 4 is shown in Fig. 6 (a), similar morphologies and evolution dynamics can be observed

for four components due to the completely symmetric distribution of initial phase variables. Fig. 6 (b) illustrates the results

with m = 1 / 5 . Here, the fourth component (white region) occupies almost half region and the dynamics is similar with

the binary system. Fig. 6 (c) displays the results with m = 1 / 6 , where the dynamics of fourth component (white region) is

dominant than other components. 
Fig. 6. Temporal evolutions of spinodal decomposition with different values: (a) m = 1 / 4 , (b) m = 1 / 5 , and (c) m = 1 / 6 . The computational moment from 

the left to right in each row are: t = �t , 10�t , and 40 �t . 
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Fig. 7. Temporal evolutions of binary phase separation in complex domains. (a) circle domain, (b) star-shaped domain. The computational moment from 

the left to right in each row are: �t = 0 , 5�t, and 10 �t . 

 

 

 

 

 

 

 

 

 

 

 

 

5.7. Binary phase separation in complex domains 

One of the practical application of multi-component CH system is to simulate the binary mixture in complex domains.

For some details of this application, see [47] . In this model, the complex domain is defined by the initial value of third phase

component c 3 and we fix c 3 in the computation. Therefore, this model is very easy to implement without explicit treatment

of boundary condition of the complex domain. Here, the modified ternary CH system is defined as follows: 

∂c 1 
∂t 

= �μ1 , (60)

μ1 = F ′ (c 1 ) − ε2 �c 1 − c 1 c 3 (1 − c 1 − c 3 ) , (61)

which is the binary CH equation with a source term. To avoid the bias problem on the domain boundary, we numerically

solve c 1 and c 2 alternately. The whole computational domain is � = (0 , 1) 2 . The initial values of circle and star-shaped

domains are defined as the following Eq. (62) and Eq. (63) , respectively: 

c 3 (x, y, 0) = 0 . 5 + 0 . 5 tanh 

( 

−0 . 45 + 

√ 

(x − 0 . 5) 2 + (y − 0 . 5) 2 

2 

√ 

2 ε

) 

, (62)

c 3 (x, y, 0) = 0 . 5 + 0 . 5 tanh 

( 

−0 . 35 − 0 . 1 cos (7 θ ) + 

√ 

(x − 0 . 5) 2 + (y − 0 . 5) 2 

2 

√ 

2 ε

) 

, . (63)

where θ = tan 

−1 ((y − 0 . 5) / (x − 0 . 5)) and x � = 0.5. For both cases, the initial condition of c 1 is defined to be c 1 (x, y, 0) = (1 −
c 3 (x, y, 0))(0 . 5 + 0 . 1 rand() ) , where rand() is the random number between −1 and 1. The parameters are: h = 1 / 256 , �t =
h, ε = 0 . 0019 . The temporal evolutions of binary mixture in circle and star-shaped complex domains are illustrated in

Figs. 7 (a) and (b), respectively. plxrunonpara 

5.8. Multi-component fluid flows 

The multi-component CH system has extensively applications in multi-phase fluid flow simulations, the governing equa-

tion is the following dimensionless modified Navier–Stokes–Cahn–Hilliard (NSCH) system: 
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F r 2 
g + F s (c ) , (64)

∇ · u = 0 , (65) 

∂c 

∂t 
+ ∇ · (cu ) = 

1 

P e 
�μ, (66) 

μ = F ′ (c ) − ε2 �c + β(c ) , (67) 

where ρ(c ) = 

N ∑ 

k =1 

ρk c k and ρk is the density of k th fluid component, u is the velocity field, p is the pressure, Re and Fr is

the Reynolds number and the Froude number, g = (0 , −1) is the gravitational acceleration, and Pe is the Peclet number. The

surface tension is defined as [48] : 

F s (c ) = 

N−1 ∑ 

k =1 

( 

N ∑ 

l= k +1 

0 . 5 

1 

W e kl 

[ sf (c k ) + sf (c l ) ] δ(c k , c l ) 

) 

, (68) 

where We kl is the Weber number between fluid k and fluid l , sf = −6 
√ 

2 ε2 ∇ · (∇ c k / |∇ c k | ) |∇ c k |∇ c k , and δ(c k , c l ) = 5 c k c l .

We use the proposed scheme to solve the Eqs. (66) and (67) , i.e., 

c n +1 
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, (69) 
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) , for k = 1 , 2 , . . . , N, (70) 

where the half time values u 

n + 1 
2 and c 

n + 1 
2 

k 
are calculated using the second-order extrapolation from previous values, i.e.,

u 

n + 1 
2 ≈

(
3 u 

n − u 

n −1 
)
/ 2 and c 

n + 1 
2 

k 
≈
(
3 c n 

k 
− c n −1 

k 

)
/ 2 . Then, the conservative discretization of convection term is defined as

follows [2] : 
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2 h 

. (71) 

The projection method [2] is used to solve the modified NS Eqs. (64) and (65) . 

First, we investigate the evolution of five-component Rayleigh–Taylor instability in the domain � = (0 , 1) × (0 , 4) with

the mesh size 64 × 256. The initial conditions of phase variables shown in Fig. 8 (a) are defined by a set of cosine functions

with amplitude 0.05. The initial velocity filed is zero, i.e., u (x, y, 0) = (u (x, y, 0) , v (x, y, 0) = (0 , 0) . The surface tension effect

is omitted and the following numerical parameters are used: �t = 0 . 002 , ε = 0 . 0094 , Pe = 1 /ε, Re = 3000 , and F r = 1 .

The density of component from the top to bottom in initial state is 5, 4, 3, 2, and 1, respectively. The temporal evolution is

shown in Figs. 8 (a)-(g), we observe that the heavy fluid components fall down and light fluid components raise up. 

Then, we consider the rising bubble in a four-component system. The computational domain is � = (0 , 1) × (0 , 4) with

mesh size 64 × 256. The initial conditions are set to be 

c 1 (x, y, 0) = 0 . 5 + 0 . 5 tanh 

( 

0 . 25 −
√ 

(x − 0 . 5) 2 + (y − 0 . 4) 2 

2 

√ 

2 ε

) 

, (72)

c 2 (x, y, 0) = −0 . 5 − 0 . 5 tanh 

(
y − 0 . 8 

2 

√ 

2 ε

)
− c 1 (x, y, 0) , (73)

c 3 (x, y, 0) = 0 . 5 tanh 

(
y − 0 . 8 

2 

√ 

2 ε

)
− 0 . 5 tanh 

(
y − 2 . 5 

2 

√ 

2 ε

)
, (74) 

c 4 (x, y, 0) = 1 − c 1 (x, y, 0) − c 2 (x, y, 0) − c 3 (x, y, 0) . (75)
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Fig. 8. Temporal evolution of five-component Rayleigh–Taylor instability. The computational moments from (a) to (g) are: t = 

0 , 2�t, 4�t, 6�t, 8�t, 20�t, and 100 �t . 

Fig. 9. Temporal evolution of rising bubble in a four-component system. The computational moments from (a) to (g) are: t = 

0 , �t, 5�t, 7�t, 14�t, 20�t, and 25 �t . 

 

 

 

 

 

 

 

 

 

Numerical parameters of �t = 0 . 1 h, ε = 0 . 006 
√ 

2 , Pe = 0 . 1 /ε, Re = 100 , F r = 1 , W e 12 = 30 , W e 13 = 20 , W e 14 =
40 , W e 23 = 15 , W e 24 = 1 , and W e 34 = 60 are used. The fluid component 1, 2, 3, and 4 are defined in the white, black,

dark gray, and gray regions, respectively. We set densities: ρ1 = 1 , ρ2 = 4 , ρ3 = 3 , and ρ4 = 2 . From the results shown in

Figs. 9 (a)-(g), we observe that the light bubble raises and deforms in different fluid components. 

6. Conclusions 

We proposed an unconditionally stable second-order linear scheme for the N -component CH system. This numerical

scheme was derived from the classical second-order CN scheme and adopted the idea of stabilized method, which was un-

conditionally stable for the whole system. Our scheme was easy to implement because all nonlinear terms were treated as

source terms. The nonlinear multigrid algorithm with Gauss–Seidel-type iteration was used to solve the obtained discrete

linear system. Various numerical experiments were performed to show that the proposed scheme was accurate, uncon-

ditionally stable, and had second-order accuracy in time and space. Moreover, the proposed scheme could be applied to

simulate the binary spinodal decomposition in complex domains and multi-phase fluid flows. 
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