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In this study, we develop high-order time-accurate, efficient, and energy stable schemes for solving the 
conservative Swift–Hohenberg equation that can be used to describe the 𝐿2-gradient flow based phase-field 
crystal dynamics. By adopting a modified exponential scalar auxiliary variable approach, we first transform the 
original equations into an expanded system. Based on the expanded system, the first-, second-, and third-order 
time-accurate schemes are constructed using the backward Euler formula, second-order backward difference 
formula (BDF2), and third-order backward difference formula (BDF3), respectively. The energy dissipation law 
can be easily proved with respect to a modified energy. In each time step, the local variable is updated by solving 
one elliptic type equation and the non-local variables are explicitly computed. The whole algorithm is totally 
decoupled and easy to implement. Extensive numerical experiments in two- and three-dimensional spaces are 
performed to show the accuracy, energy stability, and practicability of the proposed schemes.
1. Introduction

The crystallization is a common phenomenon in nature, industrial, 
and scientific fields. During this process, the molecules are closely ar-

ranged to form crystal structures. The pioneering work of the phase-

field modeling for the crystallization can be traced back to Elder et al. 
[1]. In their work, the concentration of crystal grain is defined using an 
order parameter 𝜙 and a total energy functional of 𝜙 is defined to de-

scribe the phase transition. By performing the variational approach of 
the total energy functional with respect to 𝜙, the governing equations 
of phase-field crystal (PFC) can be derived.

The classical PFC model is highly nonlinear partial differential equa-

tion (PDE) and the exact analytic solution is hard to obtain in general. 
To study the PFC model, accurate and practical numerical methods 
should be constructed. Li and Kim [2] developed fourth-order spatial-

accurate finite difference method (FDM) for the PFC model. Lee and 
Kim [3] simulated the PFC dynamics on three-dimensional (3D) curved 
surfaces by using a simple FDM. Dehghan and Mohammadi [4] used 
the global and local meshless methods to investigate the PFC equa-

tion. As a typical 𝐻−1-gradient flow problem, the energy dissipation 
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is a basic property of the PFC model. To satisfy the energy dissipation 
at numerical level, the structure-preserving methods are required. The 
convex splitting type methods [5–7] are popular approaches to design 
energy dissipation-preserving (energy-stable) temporal schemes for gra-

dient flows. Based on the nonlinear convex splitting scheme, Hu et al. 
[8] constructed energy-stable FDM for the PFC model. Wise et al. [9]

later conducted detailed estimations of the convex splitting method for 
the PFC model. Guan et al. [10] developed energy-stable, hexagonal 
difference scheme for the two-dimensional (2D) PFC model. Dong et 
al. [11] studied the convex splitting based second-order time-accurate 
method for the 3D PFC model and performed error analysis. By combing 
with the Fourier spectral method, Cheng et al. [12] recently developed 
fully discrete, energy-stable BDF2 method for the square PFC model. 
Shin et al. [13] studied the long-time dynamics of PFC equation by com-

bining the convex splitting and high-order Runge–Kutta (RK) methods. 
Different from the convex splitting method, Pei et al. [14] developed 
linear, second-order time-accurate, and energy-stable scheme for solv-

ing the PFC model, where a proper truncated nonlinear potential was 
adopted to perform the energy estimation. The recently developed In-

variant Energy Quadratization (IEQ) approach provided a novel idea to 
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design linear schemes. In the original IEQ approach, the original PFC 
equation was transformed to be equivalent forms by introducing an ex-

tra auxiliary variable. To remove some shortcomings of classical IEQ 
method, Liu and Li [15] proposed modified IEQ method for the PFC 
model. As an efficient extension of IEQ method, the Scalar Auxiliary 
Variable (SAV) method was proposed and worked well for PFC model 
[16] and other gradient flow problems [17–19].

Instead of solving the PFC model directly, we focus on an alterna-

tive crystal model which can be derived by combing the variational 
derivative of Swift–Hohenberg type energy and a Lagrange multiplier 
enforcing the mass conservation. In this sense, this model is named as 
the conservative Swift–Hohenberg (CSH) equation. If we remove the 
Lagrange multiplier from the CSH equation, then the model becomes 
the classical SH equation. The classical SH model was originally studied 
by Swift and Hohenberg [20] and it was used for the pattern forma-

tions [21,22]. It should be noted that the SH model shares the same free 
energy functional of Elder’s PFC model. By taking the variational deriva-

tive of free energy with respect to phase-field variable in 𝐿2 space, 
the SH model is obtained and it can be used to describe the localized 
structure in current physics. During crystallization, the density atoms is 
modeled by the phase-field function. Therefore, the total mass of phase-

field function must be conserved from the perspective of real physics. 
To force the mass conservation on the SH model and maintain the en-

ergy structure, the CSH model can be used to replace the PFC model 
and describe the dynamics of crystallization. Dehgham and Abbaszadeh 
[23] developed local meshless method to simulate the SH model. Lee 
[24] investigated the semi-analytical Fourier spectral method for the SH 
model. Sarmiento et al. [25] constructed energy dissipation-preserving 
generalized-𝛼 method for the SH model. Su et al. [26] considered a 
fourth-order spatial-accurate FDM for the SH equation. To construct 
energy-stable and second-order time-accurate schemes for the general-

ized SH model, Lee [27] adopted the convex splitting method. Here, a 
stabilization term was added to perform the energy stability. Liu and 
Yin [28] proposed efficient linear schemes by coming the IEQ method 
for temporal discretization and discontinuous Galerkin (DG) method for 
spatial discretization. Later, various high-order methods based on the 
RK and SAV methods have been proposed by Liu and Yin [29,30]. To 
efficiently solve the CSH model, Lee [31] adopted the first- and second-

order operator splitting method. In [32], Lee constructed high-order 
(up to third-order) temporal scheme for the CSH model by using the 
implicit-explicit RK method. To maintain the energy structure, Zhang 
and Yang [33] proposed second-order time-accurate scheme for the CSH 
equation by using the IEQ approach.

Recently, Liu and Li [34] proposed exponential scalar auxiliary vari-

able (ESAV) approach for gradient flows. Later, a modified version of 
ESAV approach was developed in [35]. Inspired by the modified ESAV 
approach, we develop high-order time-accurate, efficient, and energy 
dissipation-preserving methods for solving the CSH model. By using the 
energy equality derived from the PDE version, we can construct an ex-

panded system consisting of the original equation and energy relation. 
Based on the expanded system, the time-discretized energy dissipation 
can be easily estimated. In each time step, only one elliptic type equa-

tion needs to be solved. The algorithm is highly efficient and easy to 
implement.

The rest of this article is organized as follows. In Section 2, we 
briefly describe the governing equations of SH and CSH models. The 
derivations of energy dissipation law are introduced. In Section 3, the 
numerical methods are presented. Extensive numerical simulations are 
performed in Section 4. The conclusions are given in Section 5.

2. Governing equations

2.1. Swift–Hohenberg equation

We first briefly describe the derivation of SH equation. Let us con-

sider the following free energy functional [20,27]
161
(𝜙) = ∫
Ω

(
𝐺(𝜙) − |∇𝜙|2 + 1

2
(Δ𝜙)2

)
𝑑x, (1)

where 𝜙 = 𝜙(𝑡, 𝐱) is the concentration; and Ω is a smooth, bounded, and 
connected domain in ℝ𝑑 , where 𝑑 = 1, 2, or 3 is the spatial dimension. 
The nonlinear potential is 𝐺(𝜙) = 1

4𝜙4 − 𝑔

3𝜙3 + 1−𝜖

2 𝜙2, where 𝑔 ≥ 0 and 
𝜖 ≥ 0 are non-negative constants. By taking the variational approach of 
Eq. (1) with respect to 𝜙, the chemical potential is defined as

𝜇 = 𝜗
𝜗𝜙

= 𝐺′(𝜙) + 2Δ𝜙+Δ2𝜙, (2)

where 𝜗 is used to represent the variational operator, 𝐺′(𝜙) = 𝜙3 −𝑔𝜙2 +
(1 − 𝜖)𝜙 is the derivative of 𝐺(𝜙) with respect to 𝜙. The SH model can 
be expressed as the 𝐿2-gradient flow for Eq. (1), i.e.,

𝜕𝜙

𝜕𝑡
= −𝜇, (3)

𝜇 = 𝐺′(𝜙) + 2Δ𝜙+Δ2𝜙. (4)

Here, the periodic boundary condition for 𝜙 and 𝜇 on the domain 
boundary 𝜕Ω is imposed. Let us define the 𝐿2-inner product of two func-

tionals as (𝑓 1(𝐱), 𝑓 2(𝐱)) = ∫Ω 𝑓 1(𝐱)𝑓 2(𝐱) 𝑑𝐱 and the 𝐿2-norm of 𝑓 1(𝐱) as ‖𝑓 1(𝐱)‖2 = (𝑓 1(𝐱), 𝑓 1(𝐱)). By taking the 𝐿2-inner product of Eq. (3) with 
𝜇, of Eq. (4) with 𝜕𝜙

𝜕𝑡
, and then summing the results together we have

𝑑

𝑑𝑡
(𝜙) = −‖𝜇‖2 ≤ 0, (5)

where the integration by parts and periodic boundary condition are 
used. The above inequality indicates the total energy is non-increasing 
in time (energy dissipation law). By taking the derivative of the total 
mass with respect to time 𝑡, we have

𝑑

𝑑𝑡 ∫
Ω

𝜙 𝑑x = ∫
Ω

𝜕𝜙

𝜕𝑡
𝑑x = −∫

Ω

(𝐺′(𝜙) + 2Δ𝜙+Δ2𝜙) 𝑑x

= −∫
Ω

𝐺′(𝜙) 𝑑x− 2∫
𝜕Ω

∇𝜙 ⋅ n 𝑑𝑠− ∫
𝜕Ω

∇(Δ𝜙) ⋅ n 𝑑𝑠

= −∫
Ω

𝐺′(𝜙) 𝑑x.

Here, 𝐧 is the unit outward vector to 𝜕Ω. In general, ∫Ω 𝐺′(𝜙) 𝑑𝐱 is not 
zero, which implies that the total mass is not conserved.

2.2. Conservative Swift–Hohenberg equation

To preserve the total mass, we should require that 𝑑

𝑑𝑡
∫Ω 𝜙 𝑑𝐱 = 0

holds. In this sense, the CSH model can be constructed as follows

𝜕𝜙

𝜕𝑡
= −𝜇 + 1|Ω| ∫

Ω

𝜇 𝑑x, (6)

𝜇 = 𝐺′(𝜙) + 2Δ𝜙+Δ2𝜙, (7)

where |Ω| = ∫Ω 1 𝑑𝐱. By taking the derivative of total mass with respect 
to time 𝑡, we get

𝑑

𝑑𝑡 ∫
Ω

𝜙 𝑑x = ∫
Ω

𝜕𝜙

𝜕𝑡
𝑑x = ∫

Ω

⎛⎜⎜⎝−𝜇 + 1|Ω| ∫
Ω

𝜇 𝑑x
⎞⎟⎟⎠ 𝑑x = 0. (8)

The above equality indicates the total mass is conserved. By taking the 
𝐿2-inner product of Eq. (6) with 𝜇, we have(

𝜕𝜙

𝜕𝑡
, 𝜇

)
= −

⎛⎜⎜⎝𝜇 − 1|Ω| ∫
Ω

𝜇 𝑑x, 𝜇

⎞⎟⎟⎠ = −
⎛⎜⎜⎝𝜇 − 1|Ω| ∫

Ω

𝜇 𝑑x, 𝜇 − 1|Ω| ∫
Ω

𝜇 𝑑x
⎞⎟⎟⎠

−
⎛⎜⎜⎝𝜇 − 1|Ω| ∫

Ω

𝜇 𝑑x,
1|Ω| ∫

Ω

𝜇 𝑑x
⎞⎟⎟⎠ = −

‖‖‖‖‖‖‖𝜇 − 1|Ω| ∫
Ω

𝜇 𝑑x

‖‖‖‖‖‖‖
2

. (9)

By taking the 𝐿2-inner product of Eq. (7) with 𝜕𝜙
, we have
𝜕𝑡
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(
𝜇,

𝜕𝜙

𝜕𝑡

)
= − 𝑑

𝑑𝑡 ∫
Ω

(
𝐺(𝜙) − |𝜙|2 + 1

2
(Δ𝜙)2

)
𝑑x. (10)

By summing Eqs. (9) and (10) together, we obtain

𝑑

𝑑𝑡
(𝜙) = 𝑑

𝑑𝑡 ∫
Ω

(
𝐺(𝜙) − |𝜙|2 + 1

2
(Δ𝜙)2

)
𝑑x

= −
‖‖‖‖‖‖‖𝜇 − 1|Ω| ∫

Ω

𝜇 𝑑x

‖‖‖‖‖‖‖
2

, (11)

where − ‖‖‖𝜇 − 1|Ω| ∫Ω 𝜇 𝑑𝐱‖‖‖2 ≤ 0. Therefore, the above equality indicates 
that the CSH equation also satisfies the energy dissipation law.

3. Numerical methods

In this section, we construct time-discretized numerical scheme for 
solving the CSH model. Instead of solving Eqs. (6)–(7) directly, we will 
consider Eqs. (6)–(7) in an expanded system by using the modified 
ESAV approach. More precisely, we define the time-dependent variable 
𝑉 to be

𝑉 = 𝑉 (𝑡) = exp
((𝜙)

𝐶

)
, (12)

where (𝜙) is the total free energy defined in Eq. (1), 𝐶 is a large pos-

itive constant which is used to suppress the exponential growth. By 
taking the derivative of 𝑉 with respect to time 𝑡, we get

𝑑𝑉

𝑑𝑡
= 1

𝐶
exp

((𝜙)
𝐶

)
𝑑

𝑑𝑡
(𝜙) = 𝑉

𝐶

𝑑

𝑑𝑡
(𝜙)

= −𝑉

𝐶

‖‖‖‖‖‖‖𝜇 − 1|Ω| ∫
Ω

𝜇 𝑑x

‖‖‖‖‖‖‖
2

. (13)

Here, the last term holds from Eq. (11). Defining 𝑈 = 𝑉 ∕ 
[
exp

( (𝜙)
𝐶

)]
, it 

can be observed that 𝑈 = 1 always holds in time-continuous case. Next, 
we expand original equations, Eqs. (6) and (7), to be

𝜕𝜙

𝜕𝑡
= −𝜇 + 1|Ω| ∫

Ω

𝜇 𝑑x, (14)

𝜇 = 𝐺′(𝜙) + 2Δ𝜙+Δ2𝜙, (15)

𝑑𝑉

𝑑𝑡
= −𝑉

𝐶

‖‖‖‖‖‖‖𝜇 − 1|Ω| ∫
Ω

𝜇 𝑑x

‖‖‖‖‖‖‖
2

. (16)

Here, Eqs. (14) and (15) are indeed the original governing equations 
and an evolutional equation with respect to 𝑉 is added. Because 𝑉 is 
a time-dependent variable, we do not need to impose extra boundary 
condition. The initial value of 𝑉 can be defined as 𝑉 0 = exp

( (𝜙0)
𝐶

)
, 

where 𝜙0 is the initial value of 𝜙. From the definition of 𝑉 in Eq. (12), 
we observe 𝑉 > 0 all along, thus 𝑑𝑉

𝑑𝑡
≤ 0 is satisfied from Eq. (16). We 

now have 𝑉 is non-increasing in time, and then we conclude that (𝜙)
is also non-increasing because the exponential function is monotonous. 
In this sense, Eq. (16) provides another approach to estimate the energy 
dissipation law.

Let 𝛿𝑡 = 𝑇 ∕𝑁𝑡 be the uniform time step, 𝑇 be the final time of compu-

tation, 𝑁𝑡 be the total number of time iteration, and 𝜙𝑛 be the numerical 
approximation of 𝜙 at 𝑡 = 𝑛𝛿𝑡 (𝑛 ≤ 𝑁). Based on the expanded system, 
Eqs. (14)–(16), we now describe the time-discretized schemes.

First-order time-accurate method. By adopting the backward Euler 
approximation, the first-order time-accurate method for solving Eqs. 
(14)–(16) can be written as follows:
162
�̃�−𝜙𝑛

𝛿𝑡
= −�̃� + 1|Ω| ∫

Ω

�̃� 𝑑x, (17)

�̃� = 𝐺′(𝜙𝑛) + 2Δ�̃�+Δ2�̃�+𝑆(�̃�− 𝜙𝑛), (18)

𝑉 𝑛+1 − 𝑉 𝑛

𝛿𝑡
= −𝑉 𝑛+1

𝐶

‖‖‖‖‖‖‖𝜇
𝑛 − 1|Ω| ∫

Ω

𝜇𝑛 𝑑x

‖‖‖‖‖‖‖
2

, (19)

𝜉𝑛+1 = 𝑉 𝑛+1

exp
( (𝜙𝑛)

𝐶

) , (20)

𝜙𝑛+1 = 𝜉𝑛+1�̃�. (21)

The periodic boundary condition is considered for �̃�. The last term in 
Eq. (18) plays a role of stabilization and 𝑆 is a non-negative coefficient. 
Here, Eq. (17) is generally not easy to solve because the non-local term 
includes the unknown variables. To achieve efficient computation, we 
substitute �̃� in Eq. (17) by Eq. (18) and obtain

�̃�− 𝜙𝑛

𝛿𝑡
= −

(
𝐺′(𝜙𝑛) + 2Δ�̃�+Δ2�̃�+𝑆(�̃�−𝜙𝑛)

)
+ 1|Ω| ∫

Ω

(
𝐺′(𝜙𝑛) + 2Δ�̃�+Δ2�̃�+ 𝑆(�̃�−𝜙𝑛)

)
𝑑x. (22)

By taking the 𝐿2-inner product of Eq. (17) with 𝟏, we have

1
𝛿𝑡
(�̃�− 𝜙𝑛,1) =

⎛⎜⎜⎝−�̃� + 1|Ω| ∫
Ω

�̃� 𝑑x,1
⎞⎟⎟⎠ = 0, (23)

which indicates ∫Ω �̃� 𝑑𝐱 = ∫Ω 𝜙𝑛 𝐱. Thus, we can rewrite Eq. (22) as

�̃�− 𝜙𝑛

𝛿𝑡
= −

(
𝐺′(𝜙𝑛) + 2Δ�̃�+Δ2�̃�+𝑆(�̃�−𝜙𝑛)

)
+ 1|Ω| ∫

Ω

(
𝐺′(𝜙𝑛) + 𝑆(𝜙𝑛 − 𝜙𝑛)

)
𝑑x+ 1|Ω| ∫

𝜕Ω

(2∇�̃�+∇(Δ�̃�)) ⋅ n 𝑑𝑠

= −
(
𝐺′(𝜙𝑛) + 2Δ�̃�+Δ2�̃�+𝑆(�̃�−𝜙𝑛)

)
+ 1|Ω| ∫

Ω

𝐺′(𝜙𝑛) 𝑑x, (24)

where the divergence theorem and periodic boundary condition are 
used. Now, the non-local term only contains the known variable com-

puted from the previous step and it can be treated as a source term. It 
can be observed that Eq. (24) is a linear scheme with constant coeffi-

cients, �̃� can be easily updated by calculating an elliptic type equation 
with any fast solver. Therefore, the proposed method is highly efficient.

Next, we need to update 𝑉 𝑛+1. Eq. (19) can be recast to be

𝑉 𝑛+1 = 𝑉 𝑛

1 + 𝛿𝑡

𝐶

‖‖‖𝜇𝑛 − 1|Ω| ∫Ω 𝜇𝑛 𝑑x
‖‖‖2 . (25)

Because ‖‖‖𝜇𝑛 − 1|Ω| ∫Ω 𝜇𝑛 𝑑𝐱‖‖‖2, 𝛿𝑡, and 𝐶 are all non-negative, we can 
easily check 𝑉 1 is non-negative if we choose the initial value 𝑉 0 ≥ 0. 
By the recursion, we can obtain non-negative 𝑉 𝑛+1, 𝑉 𝑛, 𝑉 𝑛−1, … . From 
Eq. (19), we conclude that 𝑉 𝑛+1 ≤ 𝑉 𝑛 and more importantly,

𝐶 ln(𝑉 𝑛+1) ≤ 𝐶 ln(𝑉 𝑛), (26)

which implies the time-discretized energy dissipation law with respect 
to a modified energy 𝐶 ln(𝑉 ).

With the computed 𝑉 𝑛+1 from Eq. (25), we can directly obtain 𝜉𝑛+1

from Eq. (20). Finally, we update 𝜙𝑛+1 from Eq. (21). The computation 
in one time step is completed. As we can observe, the computational 
cost mainly comes from the calculation for �̃�. The whole algorithm is 
not only very easy to implement but also follows the energy dissipation 
property in time-discretized version.

Second-order time-accurate scheme. By using the BDF2 approxima-

tion, the second-order time-accurate scheme for solving Eqs. (14)–(16)

can be written as follows:
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3�̃�− 4𝜙𝑛 +𝜙𝑛−1

2𝛿𝑡
= −�̃� + 1|Ω| ∫

Ω

�̃� 𝑑x, (27)

�̃� = 𝐺′(𝜙∗) + 2Δ�̃�+Δ2�̃�+ 𝑆(�̃�−𝜙∗), (28)

𝑉 𝑛+1 − 𝑉 𝑛

𝛿𝑡
= −𝑉 𝑛+1

𝐶

‖‖‖‖‖‖‖𝜇∗ − 1|Ω| ∫
Ω

𝜇∗ 𝑑x

‖‖‖‖‖‖‖
2

, (29)

𝜉𝑛+1 = 𝑉 𝑛+1

exp
( (𝜙∗)

𝐶

) , (30)

𝜙𝑛+1 = 𝜉𝑛+1(2 − 𝜉𝑛+1)�̃�, (31)

where 𝜙∗ = 2𝜙𝑛 − 𝜙𝑛−1 and 𝜇∗ = 2𝜇𝑛 − 𝜇𝑛−1 are the second-order ex-

trapolations. By using a similar approach described for the first-order 
time-accurate scheme, we can calculate �̃� by substituting �̃� in Eq. (27)

by Eq. (28). Next, 𝑉 𝑛+1 and 𝜉𝑛+1 are computed from Eqs. (29) and (30), 
respectively.

Note that 𝑉 𝑛+1 is computed by a first-order scheme, i.e., 𝑉 𝑛+1 =
𝑉 (𝑡𝑛+1) +𝑂(𝛿𝑡), then we have

𝜉𝑛+1 = 𝜉(𝑡𝑛+1) +𝐶1𝛿𝑡 = 1 +𝐶1𝛿𝑡, (32)

where 𝐶1 is a constant, and then we get

𝜉𝑛+1(2 − 𝜉𝑛+1) = (1 +𝐶1𝛿𝑡)(1 −𝐶1𝛿𝑡) = 1 − (𝐶1)2𝛿𝑡2, (33)

which indicates 𝜉𝑛+1(2 − 𝜉𝑛+1) is a second-order approximation of 1. 
By using the similar procedure described for first-order time-accurate 
scheme, we have the time-discretized energy dissipation law in the 
sense that 𝑉 𝑛+1 ≤ 𝑉 𝑛 and more importantly,

𝐶 ln(𝑉 𝑛+1) ≤ 𝐶 ln(𝑉 𝑛). (34)

Third-order time-accurate method. By using the BDF3 approxima-

tion, the third-order time-accurate method for solving Eqs. (14)–(16)

can be written as follows:

11�̃�− 18𝜙𝑛 + 9𝜙𝑛−1 − 2𝜙𝑛−2

6𝛿𝑡
= −�̃� + 1|Ω| ∫

Ω

�̃� 𝑑x, (35)

�̃� = 𝐺′(𝜙∗) + 2Δ�̃�+Δ2�̃�+ 𝑆(�̃�−𝜙∗), (36)

𝑉 𝑛+1 − 𝑉 𝑛

𝛿𝑡
= −𝑉 𝑛+1

𝐶

‖‖‖‖‖‖‖𝜇∗ − 1|Ω| ∫
Ω

𝜇∗ 𝑑x

‖‖‖‖‖‖‖
2

, (37)

𝜉𝑛+1 = 𝑉 𝑛+1

exp
( (𝜙∗)

𝐶

) , (38)

𝜙𝑛+1 = 𝜉𝑛+1(3 − 3𝜉𝑛+1 + (𝜉𝑛+1)2)�̃�, (39)

where 𝜙∗ = 3𝜙𝑛 −3𝜙𝑛−1 +𝜙𝑛−2 and 𝜇∗ = 3𝜇𝑛 −3𝜇𝑛−1 +𝜇𝑛−2 are the third-

order extrapolations. Similarly, we calculate �̃� by substituting �̃� in Eq. 
(35) by Eq. (36). Then, 𝑉 𝑛+1 and 𝜉𝑛+1 are updated from Eqs. (37) and 
(38), respectively.

From

𝜉𝑛+1 = 𝜉(𝑡𝑛+1) +𝐶1𝛿𝑡 = 1 +𝐶1𝛿𝑡, (40)

we have

𝜉𝑛+1(3 − 3𝜉𝑛+1 + (𝜉𝑛+1)2) = [1 − (1 − 𝜉𝑛+1)][1 + (1 − 𝜉𝑛+1) + (1 − 𝜉𝑛+1)2]

= (1 −𝐶1𝛿𝑡)[1 +𝐶1𝛿𝑡+ (𝐶1𝛿𝑡)2]

= 1 − (𝐶1)3𝛿𝑡3, (41)

which indicates 𝜉𝑛+1(3 − 3𝜉𝑛+1 + (𝜉𝑛+1)2) is a third-order approximation 
of 1. By the similar process, we get the time-discretized energy dissipa-

tion law in the sense that 𝑉 𝑛+1 ≤ 𝑉 𝑛 and more importantly,

𝐶 ln(𝑉 𝑛+1) ≤ 𝐶 ln(𝑉 𝑛). (42)
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Table 1

Errors and convergence rates with respect to the second- and 
third-order schemes.

𝛿𝑡 BDF2 Order BDF3 Order

2−3 1.00e−0 − 4.20e−1 −
2−4 2.88e−1 1.79 4.34e−2 3.27
2−5 6.35e−2 2.18 5.90e−3 2.88
2−6 1.53e−2 2.05 7.30e−4 3.01

Remarks. In this section, several time-discretized numerical schemes 
for solving the CSH model are proposed. In each time step, we up-

date �̃� by solving an elliptic type equation with constant coefficients. 
The unique solvability can be estimated by the Lax–Milgram theorem 
[36,37] or minimization of convex energy functional [27,38]. Other 
non-local variables can be directly updated by explicit manners. There-

fore, the numerical methods are highly efficient and easy to implement. 
When we use high-order scheme (BDF2 or BDF3) to perform the com-

putation, the previous information is needed. In this work, we use first-

order backward Euler scheme to compute the variable at first time step, 
and then the BDF2 is used to compute the variable at second time step. 
With the known variables at previous two time steps, the BDF3 scheme 
is used from the third time step. This procedure can maintain the energy 
stability from the initial state to the final time because we have proved 
that backward Euler, BDF2, and BDF3 satisfy the energy dissipation 
law. If one wants to consistently guarantee the high-order accuracy, the 
third-order Runge–Kutta method may be an appropriate choice to com-

pute the variables at first and second time steps. The present work only 
focuses on a novel numerical approach for the CSH model and the nu-

merical results in the next section show that the proposed schemes are 
practical. In a separate work, the convergence and error estimations of 
the proposed methods will be investigated in detail.

4. Numerical experiments

We perform extensive computational experiments to validate the 
proposed schemes. The spatial discretization is performed by using the 
Fourier-spectral method [39]. Unless otherwise stated, we use 𝑆 = 2 and 
𝐶 = 1e6.

4.1. Temporal accuracy

We first demonstrate the high-order (second- and third-order) tem-

poral accuracies of the proposed methods. The domain is Ω = (0, 32) and 
the space step is ℎ = 1∕3. The following initial condition is considered

𝜙(𝑥, 𝑦,0) = sin
(

𝜋𝑥

16

)
. (43)

We set 𝑔 = 0 and 𝜖 = 0.025. The reference solution is obtained by using 
the third-order scheme with smaller time step 𝛿𝑡 = 2−12. To investigate 
the convergence rates with respect to different time steps, we choose 
𝛿𝑡 = 2−3, 2−4, 2−5, and 2−6 to perform the simulations. The numerical 
errors and convergence rates at 𝑇 = 1 with respect to second-order and 
third-order schemes are listed in Table 1. It is observed that high-order 
scheme obviously reduces the errors and accelerates the convergence.

4.2. Energy dissipation

As described in Section 3, the solutions of numerical schemes follow 
the energy dissipation property with respect to modified energy. To val-

idate this, we consider the pattern formation with the following initial 
condition [27]

𝜙(𝑥, 𝑦,0) = 0.07 − 0.02cos
(

𝜋(𝑥− 12)
16

)
sin

(
𝜋(𝑦− 1)

16

)
+0.02cos2

(
𝜋(𝑥+ 10)

)
sin2

(
𝜋(𝑦+ 3)

)

32 32
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Fig. 1. The pattern at different moments. Here, the results are computed by the third-order accurate scheme with 𝛿𝑡 = 0.0625.

Fig. 2. The energy curves computed by (a) first-, (b) second-, and (c) third-order accurate schemes. Here, (d) is a close view of (c).
−0.01 sin2
(

𝜋𝑥

8

)
sin2

(
𝜋(𝑦− 6)

8

)
(44)

in the domain Ω = (0, 32)2. Here, we set 𝑔 = 1, 𝜖 = 0.25, grid size ℎ = 1∕3. 
The simulations are performed by using the first-, second-, and third-

order accurate schemes with different time steps 𝛿𝑡 = 2, 1, 0.25, and 
0.0625. Fig. 1 illustrates the snapshots computed by the third-order 
accurate scheme with finer time step 𝛿𝑡 = 0.0625. The present results 
are qualitatively similar with previous simulation in [27]. The evolu-
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tions of energy curves computed by the first-, second-, and third-order 
accurate schemes are plotted in Figs. 2(a), (b), and (c), respectively. 
Fig. 2(d) shows a close view of (c). As we can see, the energy curves 
are non-increasing in time even if larger time step is used. Moreover, 
the high-order accurate scheme obviously speeds up the convergence 
of energy curve as the refinement of time step. Although the energy 
curves are non-increasing for relatively large time steps, we note that 
the good energy stability does not guarantee the desired computational 
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Fig. 3. The pattern profiles computed by (a) first-, (b) second-, and (c) third-order accurate schemes.

Fig. 4. Evolution of original energy and modified energy computed by (a) first-, (b) second-, and (c) third-order accurate schemes. Here, (d) shows the evolution of 
𝜉.
accuracy simultaneously. The results indicate that a small enough time 
step is still necessary if we want to obtain an accurate and convergent 
result.

4.3. Effect of numerical scheme

In general, the high-order time-accurate scheme can obtain more 
accurate and desired result when we use a relatively fine time step. To 
compare the effect of different schemes on the simulation, we consider 
the phase transition in the domain Ω = (0, 256)2. The initial condition is 
defined as

𝜙(𝑥, 𝑦,0) = 0.15 + 0.1rand(𝑥, 𝑦), (45)

where rand(𝑥, 𝑦) is the random value locating at [−1, 1]. Here, we use 
𝛿𝑡 = 0.1, grid size ℎ = 1, 𝜖 = 0.25, and 𝑔 = 0. In Figs. 3(a), (b), and (c), 
we plot the results at 𝑇 = 200 computed by the first-, second-, and third-

order accurate schemes, respectively. As we can see, the pattern profiles 
are very similar. To further compare the three schemes, we consider the 
evolutions of original energy functional defined in Eq. (1) and modified 
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energy functional 𝐶 ln(𝑉 ). From the results shown in Figs. 4(a), (b), and 
(c), we find that the original and modified energy curves computed by 
the high-order scheme are very consistent. Furthermore, we also plot 
the evolutions of 𝜉 computed by three numerical schemes in Fig. 4(d). 
Note that 𝜉 is a time-dependent variable, we define max(|𝜉𝑛 − 1|𝑡𝑛∈[0,𝑇 ])
as a criterion to measure the difference between numerical and exact 
values. The results indicate that the numerical value of 𝜉 is close to the 
desired value, i.e., 𝜉 = 1 when we use high-order scheme.

4.4. Comparison between the SH and CSH models

The classical SH model without mass conservation is a widely used 
model for simulating pattern formations [22,27]. The CSH model con-

sidered in this work is a practical choice for simulating the phase-field 
crystal dynamics in the sense of 𝐿2-gradient flow. In this subsection, we 
compare the different dynamics between the SH model and CSH model. 
The domain is Ω = (0, 256)2. The initial condition is set to be

𝜙(𝑥, 𝑦,0) = �̄�+ 0.1rand(𝑥, 𝑦), (46)
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Fig. 5. The formation of striped pattern. Here, �̄� = 0, the top and bottom rows display the results computed by the SH and CSH model, respectively.

Fig. 6. The evolutions of (a) energy curves, (b) average concentrations, and (c) 𝜉 with �̄� = 0.
where �̄� is the average concentration. Here, we use Δ𝑡 = 0.2, ℎ = 1, 
𝜖 = 0.25, and 𝑔 = 0. For the 𝐻−1-gradient flow based phase-field crys-

tal model, the striped and hexagonal patterns with respect to differ-

ent values of �̄� [2,3,13]. In the present simulations, we choose �̄� = 0
and �̄� = 0.15. The top and bottom rows of Fig. 5 display the snap-

shots computed by the SH and CSH models with �̄� = 0, respectively. 
We find that striped pattern appear and the results are very similar. 
In Figs. 6(a), (b), and (c), we plot the evolutions of energy, aver-

age concentrations, and 𝜉. The results indicate that the energy curves 
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are non-increasing, the average concentration of CSH model is con-

served, the values of 𝜉 are close to 1. The top and bottom rows of 
Fig. 7 show the snapshots computed by the SH and CSH models with 
�̄� = 0.15, respectively. It is observed that the CSH model leads to 
hexagonal pattern while the SH model still leads to striped pattern. 
The evolutions of energy, average concentrations, and 𝜉 are plotted in 
Figs. 8(a), (b), and (c), respectively. The comparison study indicates 
that the average concentration obviously affects the dynamics of CSH 
model.
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Fig. 7. The formation of striped pattern. Here, �̄� = 0.15, the top and bottom rows display the results computed by the SH and CSH model, respectively.

Fig. 8. The evolutions of (a) energy curves, (b) average concentrations, and (c) 𝜉 with �̄� = 0.15.
4.5. Crystallization

Let us consider the small crystal nucleuses which are placed in the 
ambient liquid. The initial perturbations drives the growth of crystal 
and the crystal patterns eventually spread all over the domain. This 
process is called as the crystallization [2,3,31,33,40]. To investigate the 
effect of initial state on the crystallization, we use

𝜙(𝑥𝑙, 𝑦𝑙,0)

= 0.285 + 0.446

(
cos

(
0.66√ 𝑦𝑙

)
cos(0.66𝑥𝑙) − 0.5cos

(
1.32√ 𝑦𝑙

))
(47)
3 3
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in the domain Ω = (0, 400)2. The local coordinates are

𝑥𝑙 = 𝑥 sin𝜃 + 𝑦 cos𝜃,

𝑦𝑙 = −𝑥 cos𝜃 + 𝑦 sin𝜃.

In the first case, an initial patch with length 30 locates in (185, 165) with 
𝜃 = 0.25𝜋. Fig. 9 displays the snapshots of crystal growth starting from 
one nucleus. As we can observe from final stage, the crystal pattern 
spreads over the domain in an almost uniform manner. In the second 
case, three initial patches with length 30 locate in (185, 165), (165, 235), 
(235, 215) with 𝜃 = 0.25𝜋, 0, and −0.25𝜋. The snapshots of crystal growth 
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Fig. 9. Crystal growth with only one nucleus.

Fig. 10. Crystal growth with three nucleuses.
starting from three nucleuses are shown in Fig. 10. At final stage, the 
grain boundaries can be observed. This describes the formation of de-

fects in natural crystals. In Figs. 11(a), (b), and (c), the evolutions of 
energy, average concentrations, and 𝜉 are plotted. We find that the en-

ergy curves are dissipative, average concentrations are conserved, and 
the values of 𝜉 are close to 1.

4.6. Effects of �̄� and 𝑔

For a generalized phase-field crystal model, the average concen-

tration �̄� and cubic term (i.e., the value of 𝑔) significantly affect the 
dynamics of pattern formation. In this part, we choose three pairs of pa-

rameters (�̄�, 𝑔) = (0, 0), (0.16, 0), and (0, 1) to perform the simulations in 
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Ω = [0, 256]2. Here, we set Δ𝑡 = 0.2, ℎ = 1, 𝜖 = 0.25. The top, middle, and 
bottom rows of Fig. 12 display the results computed with (�̄�, 𝑔) = (0, 0), 
(0.16, 0), and (0, 1), respectively. As (�̄�, 𝑔) = (0, 0), the striped pattern is 
observed. As (�̄�, 𝑔) = (0.16, 0) or (0, 1), we can observe the formation of 
hexagonal pattern. From the results plotted in Figs. 13(a), (b), and (c), 
we find that the energy curves are dissipative, average concentrations 
are conserved, and the values of 𝜉 are close to 1.

Next, we consider the phase transition in three-dimensional domain 
Ω = (0, 128)3. The initial condition is defined as

𝜙(𝑥, 𝑦, 𝑧,0) = 0.1rand(𝑥, 𝑦, 𝑧). (48)

Here, we use Δ𝑡 = 1.28, ℎ = 1, 𝜖 = 0.25 and 𝑔 = 0 and 1 to perform the 
simulations. The snapshots at different moments are shown in Figs. 14
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Fig. 11. The evolutions of (a) energy curves, (b) average concentrations, and (c) 𝜉 in crystal growth.

Fig. 12. Pattern formations with (�̄�, 𝑔) = (0,0) (top row), (�̄�, 𝑔) = (0.16,0) (middle row), (�̄�, 𝑔) = (0,1) (bottom row).
and 15. Here, the sectional views correspond to 𝑥 = 64 and 𝑧 = 64. As 
we can observe, the striped and hexagonal patterns appear with respect 
to 𝑔 = 0 and 𝑔 = 1. In Fig. 16, the left column illustrates the contour sur-

faces (𝜙 = 0) at 𝑡 =768 and right column displays the corresponding close 
views. The evolutions of energy and 𝜉 are plotted in Fig. 17. The energy 
curves are non-increasing in time and the values of 𝜉 are close to 1.
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4.7. Effects of �̄� and 𝜖

Depending on the values of �̄� and 𝜖, the phase diagram of crystal 
model involves striped, hexagonal, and constant regions. Elder et al. [1]

first plotted the distributions of patterns with respect to average con-

centration and 𝜖 (see Fig. 18(a)). Lee [32] plotted the two-dimensional 
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Fig. 13. The evolutions of (a) energy curves, (b) 𝜉. Here, (c) displays the evolutions of average concentration with respect to (�̄�, 𝑔) = (0, 0), (0.16, 0), and (0, 1) (from 
the left to right).

Fig. 14. Three-dimensional phase transition with 𝑔 = 0.
phase diagram of a CSH model with respect to the values of �̄� and 𝜖
(see Fig. 18(b)).

In this subsection, we simulate the striped, hexagonal, and constant 
patterns by choosing specific parameters shown in the phase diagram 
(Fig. 18(b)). The initial condition is defined as

𝜙(𝑥, 𝑦,0) = �̄�+ 0.1rand(𝑥, 𝑦). (49)

The domain is Ω = (0, 32)2. We use Δ𝑡 = 0.2, ℎ = 1∕3, 𝑔 = 0. The time-

dependent indicator function is defined to be [1,32]
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Λ(𝑡) =

⎧⎪⎪⎨⎪⎪⎩
∫
Ω

|𝜙− �̄�| 𝑑x if ∫
Ω

|∇(𝜙− �̄�)| 𝑑x ≤ 1e-10,

∫Ω |𝜙− �̄�| 𝑑x

∫Ω |∇(𝜙− �̄�)| 𝑑x
otherwise.

(50)

Here, we choose (�̄�, 𝜖) = (0.02, 0.1), (0.14, 0.1), and (0.26, 0.1) to perform 
the simulations. The top row of Fig. 19 illustrates the snapshots of 
the case (�̄�, 𝜖) = (0.02, 0.1), we can observe the formation of striped 
pattern. In the middle and bottom rows of Fig. 19, the results with 
(�̄�, 𝜖) = (0.14, 0.1) and (0.26, 0.1) are shown. As we can see, the hexago-
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Fig. 15. Three-dimensional phase transition with 𝑔 = 1.

Fig. 16. Contour surface (𝜙 = 0) at 𝑡 = 768 with respect to 𝑔 = 0 (top row) and 𝑔 = 1 (bottom row). Here, the right column displays the close views.
nal and constant patterns evolves, respectively. In Fig. 20, we plot the 
evolutions of Λ(𝑡). As described in [32], the solution evolves to a con-

stant value, i.e., ∫Ω |𝜙 − �̄�| 𝑑𝐱 ≈ 0 and ∫Ω |∇(𝜙 − �̄�)| 𝑑𝐱 ≈ 0. In this sense, 
Λ(𝑡) is evaluated by using ∫ |𝜙 − �̄�| 𝑑𝐱 and the value is close to zero.
Ω
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5. Conclusions

In this article, several efficient and energy-stable time-discretized 
schemes were proposed for solving the CSH model. Instead of comput-
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Fig. 17. The evolutions of (a) energy curves and (b) 𝜉 in three-dimensional domain.

Fig. 18. Phase diagrams. Here, (a) is obtained from Elder et al. [1] and (b) is obtained from Lee [32]. Reprinted with the permission of MDPI press. In (a), the 
average concentration �̄� = �̄�.

Fig. 19. Snapshots of 𝜙 with (�̄�, 𝜖) = (0.02,0.1) (top row), (0.14,0.1) (middle row), and (0.26,0.1) (bottom row).
172
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Fig. 20. Evolutions of indicator function Λ(𝑡) with respect to (�̄�, 𝜖).

ing the original equations, a modified ESAV approach was adopted to 
construct an expanded system. The backward Euler, BDF2, and BDF3 
approximations were considered to design temporal schemes with first-,

second-, and third-order accuracies. The modified energy dissipation 
property for each scheme could be easily estimated. In each time step, 
the computation was totally decoupled and each variable could be 
easily updated. The numerical examples indicated that the proposed 
methods not only had desired accuracy and energy stability but also 
worked well for phase transition, crystal growth, and pattern formation. 
In upcoming studies, the proposed methods will be used to simulating 
phase-field crystal type models with complex dynamics [41–44].
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