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#### Abstract

In this paper, we present a simple and accurate adaptive time-stepping algorithm for the Allen-Cahn (AC) equation. The AC equation is a nonlinear partial differential equation, which was first proposed by Allen and Cahn for antiphase boundary motion and antiphase domain coarsening. The mathematical equation is a building block for modelling many interesting interfacial phenomena such as dendritic crystal growth, multiphase fluid flows, and motion by mean curvature. The proposed adaptive time-stepping algorithm is based on the Runge-Kutta-Fehlberg method, where the local truncation error is estimated by using fourth- and fifth-order numerical schemes. Computational experiments demonstrate that the proposed time-stepping technique is efficient in multiscale computations, i.e., both the fast and slow dynamics.


## 1. Introduction

We present a simple and accurate adaptive time-stepping algorithm for the Allen-Cahn (AC) equation [1-3]:

$$
\begin{equation*}
\frac{\partial \phi(x, t)}{\partial t}=-\frac{F^{\prime}(\phi(x, t))}{\epsilon^{2}}+\Delta \phi(x, t), \quad x \in \Omega, t>0 \tag{1}
\end{equation*}
$$

where $\Omega \subset \mathbb{R}^{d}(d=1,2,3)$ is a bounded domain, $\phi(x, t)$ is a compositional field, $F(\phi)=0.25\left(\phi^{2}-1\right)^{2}$, and $\epsilon$ is a positive constant. The AC equation can be derived as the $L^{2}$-gradient flow of the following Ginzburg-Landau energy functional:

$$
\begin{equation*}
\mathscr{E}(\phi)=\int_{\Omega}\left(\frac{F(\phi)}{\epsilon^{2}}+\frac{1}{2}|\nabla \phi|^{2}\right) d x \tag{2}
\end{equation*}
$$

The AC equation was first proposed by Allen and Cahn, which was introduced as a phenomenological model for antiphase domain coarsening in a binary alloy. The AC equation
and its various modified equations are used to deal with a wide range of problems, such as its phase transition [1], motion by mean curvature $[4,5]$, image study $[6,7]$, two-phase fluid flows [8], and crystal growth [9, 10]. To understand the dynamics of the AC equation and apply it to model scientific phenomena, it is essential to develop effective and accurate numerical methods for the AC equation. In general, if we use a small uniform time step, then the fast dynamics can be accurately captured. However, the computational cost is high. On the other hand, if we use a large time step, then we can save the computational cost with less accurate numerical results.

Therefore, an adaptive time-stepping technique is needed in numerical simulations of the AC equation because it has multiple time scales. There are several studies on time stepping [11, 12]. In [13], the author presented the highorder time-adaptive method for solving the AC equation and showed the computational superiority that traditional methods do not have in solving the equation. GuillénGonzález and Tierra [14] developed an adaptive timestepping technique based on a residual of the discrete energy
law at each time step. Its fastness and efficiency were confirmed through various numerical experiments. Fu and Yang [15] presented an example of using adaptive time stepping to show unconditional energy stability. Fast and efficient computing results are slightly different from the result using one small time step. Karasözen et al. [16] studied the numerical solutions of the AC equation with constant or degenerate mobility and polynomial or logarithmic free energy function. To reduce computational time, an adaptive time step size method was applied, which is based on a local error estimator. They used the backward Euler method and the second-order average vector field (AVF) method to compute the local error estimator. Liao et al. [17] presented a secondorder backward differentiation formula (BDF2) with a variable time step for the AC equation. In [18], the author obtained a solution for the time-dependent AC equation on surfaces using an explicit time splitting scheme. An adaptive finite element method (FEM) for the AC equation was developed in [19], which is based on a second-order accurate unconditionally stable FEM and a superconvergent cluster recovery- (SCR-) based error estimation. To show the effectiveness and robustness of their proposed method, various numerical tests were carried out. In [20, 21], the implicit integration factor (IIF) type methods were employed to numerically solve the space-fractional reaction-diffusion equations including the AC equation. Zhu [22] developed stable and effective exponential Runge-Kutta methods for parabolic equations such as the AC equation, which is easy to adopt the adaptive time step technique.

The adaptive time-stepping strategy has also been applied to the modified AC equations. Fast explicit operator splitting spectral method was presented with a new adaptive timestepping algorithm to solve the fractional nonlocal AC equation [23]. The fractional-in-space phase-field models were addressed including the AC equation in [24], applying the implicit-explicit (IMEX) methods as temporal discretization. With the adaptive time-stepping algorithm based on the difference between the first-order and second-order IMEX methods, they reduced the computational costs. Recently, the adaptive time-stepping strategy was also applied to the second-order maximum principle preserving scheme and was proposed to solve the time-fractional AC equations in [25]. In particular, the strategy is chosen to capture the early rapid changes in the performance of long-term simulations. In [26], thanks to these advantages, the adaptive timestepping strategy was adopted considering two fast $L 1$ timestepping methods for the time-fractional AC equation. Moreover, the authors [27] proposed a variable time step BDF2 scheme for the fractional AC equation, which is energy stable and preserves maximum bound. Therefore, it is proved that the adaptive time-stepping algorithm is useful when we consider the local or nonlocal AC equations. In addition, there are many existing works on the adaptive time stepping for a variety of local and nonlocal phase-field models: the CahnHilliard equation [28], molecular beam epitaxy (MBE) model [29, 30], phase-field crystal model [31], and so on.

The main purpose of the paper is to propose a simple and accurate adaptive time-stepping algorithm for the AC equation. Our proposed algorithm is based on the Runge-

Kutta-Fehlberg (RKF) method [32], where the fourth- and fifth-order numerical schemes are used for the local truncation error estimation.

The contents of this paper are summarized as follows. In Section 2, the proposed numerical solution algorithm is presented. In Section 3, numerical results using the proposed method are shown. Conclusions are made in Section 4.

## 2. Numerical Solution

For simplicity of notation, we rewrite Equation (1) as

$$
\begin{equation*}
\phi_{t}=A C(\phi) \tag{3}
\end{equation*}
$$

where $A C(\phi)=-F^{\prime}(\phi) / \epsilon^{2}+\Delta \phi$. In this section, we describe the AC equation in a three-dimensional domain $\Omega=\left(L_{x}, R_{x}\right)$ $\times\left(L_{y}, R_{y}\right) \times\left(L_{z}, R_{z}\right)$. Let us discretize the domain $\Omega$ by a regular Cartesian grid $\Omega_{h}$ with spatial step $h=\left(R_{x}-L_{x}\right) / N_{x}=($ $\left.R_{y}-L_{y}\right) / N_{y}=\left(R_{z}-L_{z}\right) / N_{z}$, where $N_{x}, N_{y}$, and $N_{z}$ are positive integers. That is, $\Omega_{h}=\left\{\left(x_{i}, y_{j}, z_{k}\right) \mid x_{i}=L_{x}+(i-0.5) h, y_{j}\right.$ $=L_{y}+(j-0.5) h, z_{k}=L_{z}+(k-0.5) h, i=1, \cdots, N_{x}, j=1, \cdots$, $\left.N_{y}, k=1, \cdots, N_{z}\right\}$. Let $\phi_{i j k}^{n}$ be the approximation of $\phi\left(x_{i}, y_{j}\right.$, $\left.z_{k}, n \Delta t\right)$, where $\Delta t=T / N_{t}$ is a time step, $T$ is the final time, $N_{t}$ is the total number of time steps, and $n$ is a nonnegative integer. We define the discrete maximum norm as

$$
\begin{equation*}
|\phi|_{\infty}=\max _{\substack{1 \leq i \leq N_{x} \\ 1 \leq j \leq N_{y} \\ 1 \leq k \leq N_{z}}}\left|\phi_{i j k}\right| . \tag{4}
\end{equation*}
$$

To solve Equation (3), we adopt an explicit RKF method. Due to the explicit scheme, the linear term $\Delta \phi(x, t)$ in the AC Equation (1) restricts the time step for stability of the numerical solution as $\Delta t<0.5 h^{2} / d$, where $d=1,2,3$ is spatial dimension. However, the time step restriction is not severe in the case of the second-order partial differential equations, and sufficiently small time steps should be taken for numerical solutions with higher accuracy [33, 34]. Therefore, we take $\Delta$ $t_{\max }=0.49 h^{2} / d$ as the maximum time step size. Let $A C_{h}\left(\phi_{i j k}^{n}\right.$ $)=-F^{\prime}\left(\phi_{i j k}^{n}\right) / \epsilon^{2}+\Delta_{h} \phi_{i j k}^{n}$ be the discrete AC operator, where $\Delta_{h} \phi_{i j k}^{n}=\left(\phi_{i-1, j k}^{n}+\phi_{i+1, j k}^{n}+\phi_{i, j-1, k}^{n}+\phi_{i, j+1, k}^{n}+\phi_{i j, k+1}^{n}+\phi_{i j, k-1}^{n}-6\right.$ $\left.\phi_{i j k}^{n}\right) / h^{2}$. Here, the homogeneous Neumann boundary condition [35] is used. Given final time $T$, tolerance tol, current time $t$, time step $\Delta t$, and numerical solution $\varphi_{i j k}^{n}$ at $t$, the RKF method is as follows. The computation for the numerical solution is repeated for $i=1, \cdots, N_{x}, j=1, \cdots, N_{y}$, and $k=1, \cdots$, $N_{z}$. Let us define the coefficient equations:

$$
\begin{aligned}
& k_{1}=\Delta t A C_{h}\left(\phi_{i j k}^{n}\right) \\
& k_{2}=\Delta t A C_{h}\left(\phi_{i j k}^{n}+\frac{1}{4} k_{1}\right) \\
& k_{3}=\Delta t A C_{h}\left(\phi_{i j k}^{n}+\frac{3}{32} k_{1}+\frac{9}{32} k_{2}\right),
\end{aligned}
$$



Figure 1: Given a circle (8), temporal evolution of (a) the zero level contour and (b, c) its radius $R(t)$ with different grid sizes and $\epsilon$ values, respectively.

$$
\begin{align*}
& k_{4}=\Delta t A C_{h}\left(\phi_{i j k}^{n}+\frac{1932}{2197} k_{1}-\frac{7200}{2197} k_{2}+\frac{7296}{2197} k_{3}\right) \\
& k_{5}=\Delta t A C_{h}\left(\phi_{i j k}^{n}+\frac{439}{216} k_{1}-8 k_{2}+\frac{3680}{513} k_{3}-\frac{845}{4104} k_{4}\right) \\
& k_{6}=\Delta t A C_{h}\left(\phi_{i j k}^{n}-\frac{8}{27} k_{1}+2 k_{2}-\frac{3544}{2565} k_{3}+\frac{1859}{4104} k_{4}-\frac{11}{40} k_{5}\right) . \tag{5}
\end{align*}
$$

Let

$$
\begin{equation*}
R=\frac{1}{\Delta t}\left(\frac{1}{360} k_{1}-\frac{128}{4275} k_{3}-\frac{2197}{75240} k_{4}+\frac{1}{50} k_{5}+\frac{2}{55} k_{6}\right) \tag{6}
\end{equation*}
$$

be an approximation for the local truncation error of the RKF method. The detailed explanation of the coefficient calcula-
tion, i.e., $k_{1}, \cdots, k_{6}$, and the local truncation error given by Equation (6) can be found in [36].

If $|R|_{\infty} \leq$ tol, then set $t=t+\Delta t$ and

$$
\begin{equation*}
\phi_{i j k}^{n+1}=\phi_{i j k}^{n}+\frac{25}{216} k_{1}+\frac{1408}{2565} k_{3}+\frac{2197}{4104} k_{4}-\frac{1}{5} k_{5} . \tag{7}
\end{equation*}
$$

Otherwise, i.e., $|R|_{\infty}>$ tol, then we do not update time $t$ and repeat the computation using a new time step. To bound truncation error produced by applying the $n$ th-order method with a new time step size $\delta \Delta t$ by tol, we choose $q$ so that $\delta^{n}|R|_{\infty} \leq$ tol [36], that is,

$$
\begin{equation*}
\delta \leq\left(\frac{\text { tol }}{|R|_{\infty}}\right)^{1 / n} \tag{8}
\end{equation*}
$$



Figure 2: Given a sphere (9), (a)-(c) are the temporal evolution of the sphere and (d, e) are the changes in its radius according to different grid sizes and $\epsilon$ values, respectively.


Figure 3: (a-d) Snapshots of the temporal evolution of an initially square shape with $\epsilon=\sqrt{0.02}$ in square domain $(-5,5) \times(-5,5)$ at time $t=0,0.2,0.3$, and 0.5 , respectively.

Then, we can take $\delta$ satisfying (8) with $n=4$ as follows:

$$
\begin{equation*}
\delta=0.84\left(\frac{\mathrm{tol}}{|R|_{\infty}}\right)^{1 / 4} \leq\left(\frac{\mathrm{tol}}{2|R|_{\infty}}\right)^{1 / 4} \tag{9}
\end{equation*}
$$

Next, we set a new time step as follows:

$$
\Delta t= \begin{cases}0.1 \Delta t & \text { if } \delta<0.1  \tag{10}\\ \delta \Delta t & \text { if } 0.1 \leq \delta \leq 4 \\ 4 \Delta t & \text { if } \delta>4\end{cases}
$$

Finally, we set $\Delta t=\min \left(\Delta t, \Delta t_{\max }\right)$, and if $t+\Delta t>T$, then set $\Delta t=t+\Delta t-T$.

## 3. Numerical Results

In this section, numerical experiments in two- and threedimensional (2D and 3D) spaces are performed to confirm the basic properties of the AC equation and to investigate the effect of the adaptive time-stepping technique.
3.1. Shrinking Circle and Sphere. As $\epsilon \longrightarrow 0$, the zero level set of $\phi$ moves according to motion by mean curvature [5]. Given a circle in 2D space and a sphere in 3D space, we observe that their radii decrease over time. First, we consider a circle with the initial radius $R_{0}$. The radius $R(t)=\sqrt{R_{0}^{2}-2 t}$ is the analytic solution at time $t$ [33]. The initial condition is given as

$$
\begin{equation*}
\phi(x, y, 0)=\tanh \left(\frac{R_{0}-\sqrt{x^{2}+y^{2}}}{\sqrt{2} \epsilon}\right) \tag{11}
\end{equation*}
$$

on the computational domain $\Omega=(-1,1) \times(-1,1)$ with $N_{x}$ $\times N_{y}$ mesh. The space step size $h=2 / N_{x}$, tol $=1.0 e-5$, and an initial radius $R_{0}=0.7$ are used. We consider the effects of grid sizes and $\epsilon$ on the dynamics of the AC equation. Figure 1(a) shows the zero level contours with $N_{x}=N_{y}=100$ and $\epsilon=$ 0.05 . Here, the arrow indicates the direction of temporal evolution. Figure 1(b) shows the temporal evolution of the radius $R(t)$ with different grid sizes up to time $t=0.245 h^{2}$. Here, $\epsilon$ $=0.05$ is fixed. As the number of grid points increases, we can observe the convergence of the numerical solutions to


Figure 4: Temporal evolution of the theoretical and numerical areas of zero level set with reference time $t_{\text {ref }}=0.1$.


Figure 5: Initial condition (dotted line); and the numerical results with tol $=1.0 e-1,1.0 e-4$, and $1.0 e-7$ with the exact solution (solid line) at time $t=0.2$.
the analytic solution $R(t)$. Figure 1(c) shows the temporal evolution with different values of $\epsilon$. Here, $N_{x}=N_{y}=100$ are used and the final time is 0.245 . As shown in Figure 1(c), too small and too large values of $\epsilon$ decreases and increases the evolution of the interface, respectively. This is because the numerical spatial resolution is too low and the curvature is too large to capture the detailed structure compared to $\epsilon$.

We conduct the similar simulation with a sphere in 3D space. Let $R_{0}$ be the initial radius of the sphere, then the radius $R(t)=\sqrt{R_{0}^{2}-4 t}$ is the analytic solution at time $t$ [33]. The initial condition is given as

$$
\begin{equation*}
\phi(x, y, z, 0)=\tanh \left(\frac{R_{0}-\sqrt{x^{2}+y^{2}+z^{2}}}{\sqrt{2} \epsilon}\right), \tag{12}
\end{equation*}
$$

on the computational domain $\Omega=(-1,1) \times(-1,1) \times(-1,1)$ with $N_{x} \times N_{y} \times N_{z}$ mesh. The space step size $h=2 / N_{x}$, tol $=1.0 e-5$, and the initial radius $R_{0}=0.7$ are used. Figures 2(a)-2(c) show the temporal evolution of sphere
with $N_{x}=N_{y}=N_{z}=75$ and $\epsilon=0.05$. Figure 2(d) represents the effect of grid size. Here, $\epsilon$ value is fixed to 0.05 . It is observed that the larger grid size, the closer the numerical solution is to the analytic solution. Figure 2(e) illustrates the effect of $\epsilon$ value on the dynamics of the AC equation. Here, $N_{x}=N_{y}=N_{z}=75$ are used, and the numerical solution with $\epsilon=0.05$ agrees well with the analytic solution.
3.2. Comparison with Previous Results. In this section, we compare our numerical results with previous studies for the AC equation [37]. We consider a square shape as an initial condition,

$$
\phi(x, y, 0)=\left\{\begin{array}{l}
+1,-2 \leq x \leq 2 \text { and }-2 \leq y \leq 2,  \tag{13}\\
-1, \text { otherwise }
\end{array}\right.
$$

on 2 D domain $\Omega=(-5,5) \times(-5,5)$ with $\epsilon=\sqrt{0.02}$ and homogeneous Neumann boundary conditions on the boundaries of domain $\partial \Omega$. Figure 3 shows snapshots in 2D with


Figure 6: Temporal evolution with the initial states (14): (a) zero level contour of $\phi(x, y, t)$ with tol $=1.0 e-7$ and (b-d) the changes in the time step size $\Delta t$, the discrete total energy $\mathscr{E}_{h}(t)$ with different tol values, and the maximum and the minimum of $\phi$.
square shape as initial condition (13) at time $t=0,0.2,0.3$, and 0.5 from left to right. The initial square shape transforms into a circular shape over time under the effect of the AC equation dynamics. Then, we compute the shrinking area of $\phi$ due to the motion by mean curvature and compare it with the theoretical area using the solution at a reference time $t_{\text {ref }}=0.1$. We can find theoretical area using analytic solution [33]. We obtain reference area $A_{\text {ref }}$ and reference radius $R_{\text {ref }}$ at $t=t_{\text {ref }}$ as

$$
\begin{align*}
& A_{\mathrm{ref}}=\sum_{i=1}^{N_{x}} \sum_{j=1}^{N_{y}} \frac{1+\phi_{i j}^{t_{\mathrm{ref}}}}{2},  \tag{14}\\
& R_{\mathrm{ref}}=\sqrt{\frac{A_{\mathrm{ref}}}{\pi}}
\end{align*}
$$

Using $R(t)=\sqrt{R_{\text {ref }}^{2}-2\left(t-t_{\text {ref }}\right)}$, we obtain theoretical area as $\pi R^{2}(t)$. Figure 4 compares the theoretical area with
numerical one. From the computational results as shown in Figures 3 and 4, our test results are accurate and consistent with the results from the reference test [37].
3.3. Traveling Wave Solutions. Let us consider traveling wave solutions of Equation (1) with an initial condition

$$
\begin{equation*}
\phi(x, y, 0)=\frac{1}{2}\left(1-\tanh \frac{x}{2 \sqrt{2} \epsilon}\right) \tag{15}
\end{equation*}
$$

on 2 D domain $\Omega=(-1,9) \times(-0.01,0.01)$. Then, its closedform solution on the infinite domain is

$$
\begin{equation*}
\phi(x, y, t)=\frac{1}{2}\left(1-\tanh \frac{x-s t}{2 \sqrt{2} \epsilon}\right) \tag{16}
\end{equation*}
$$



Figure 7: Temporal evolution with the initial states (16): (a) zero level contour of $\phi(x, y, t)$ with tol $=1.0 e-7$; (b-d) the changes in the time step size $\Delta t$, the discrete total energy $\mathscr{E}_{h}(t)$, and the maximum and the minimum of $\phi$ with different tol values.
where $s=3 /(\sqrt{2} \epsilon)$ is the speed of the traveling wave [38]. Figure 5 shows the initial condition (dotted line); and the computational results with tol $=1.0 e-1,1.0 e-4$, and $1.0 e-7$ with the exact solution at time $t=0.2$. Here, $N_{x}=1000, N_{y}$ $=2$, and $\epsilon=0.06$ are used. In this case of the traveling wave solution, the results are almost independent of the tolerance values because it has simple unique time scale.
3.4. Effect of tol. Let us consider the effect of tol on the size of the time step. The initial conditions are

$$
\phi(x, y, 0)= \begin{cases}1, & \text { if }|x|<0.8 \text { and }|y|<0.8  \tag{17}\\ -1, & \text { otherwise }\end{cases}
$$

on the domain $\Omega=(-1,1) \times(-1,1)$. We use $N_{x}=N_{y}=N_{z}$ $=100, h=2 / N_{x}$, and $\epsilon=0.05$. Figure 6(a) shows the temporal evolution of the zero level contours of $\phi(x, y, t)$ with tol
$=1.0 e-7$. Numerical tests are conducted to observe the changes in the time step $\Delta t$ over time $t$ as shown in Figure 6(b) according to the different tolerance values tol. When a relative large tolerance is used, the time step is $\Delta t$ $=\Delta t_{\max }$ except the early times where there are sharp corners. However, when a small tolerance is used, the time step varies adaptively. It takes small time steps at not only the early times but also the later times with large curvature of interface. Figure 6(d) shows the temporal evolution of the discrete total energy $\mathscr{E}_{h}(t)$ with different tolerance values. We can confirm the total energies decrease for all cases. Here, the discrete total energy is defined as

$$
\begin{equation*}
\mathscr{E}_{h}(t)=\sum_{i=1}^{N_{x}} \sum_{j=1}^{N_{y}}\left[\frac{F\left(\phi_{i j}^{t}\right)}{\epsilon^{2}}+\frac{1}{2}\left(\frac{\phi_{i+1, j}^{t}-\phi_{i j}^{t}}{h}\right)^{2}+\frac{1}{2}\left(\frac{\phi_{i, j+1}^{t}-\phi_{i j}^{t}}{h}\right)^{2}\right] h^{2}, \tag{18}
\end{equation*}
$$



Figure 8: (a-d) Snapshots of the 2D spiral shape at time $t=0,0.01,0.07$, and 0.16 , respectively. (e) Changes of $\Delta t$ over time $t$ according to three different tol.


Figure 9: (a-d) Snapshots of the 3D spiral shape at time $t=0,0.03,0.06$, and 0.1 , respectively. (e) Temporal evolution of the time step $\Delta t$ according to three different tol.
where $\phi_{i j}^{t}=\phi\left(x_{i}, y_{j}, t\right)$ and we have used the homogeneous Neumann boundary condition. In Figure 6(d), the maximum and minimum values of $\phi$ are given. It is observed that the numerical solutions are bounded in $[-1,1]$.

Next, we consider another initial condition with the same parameters and domain as the above test:
$\phi(x, y, 0)= \begin{cases}1 & \text { if }(|x-0.3|<0.5 \text { and }|y-0.3|<0.5), \\ & \text { or }(|x+0.6|<0.2 \text { and }|y+0.6|<0.2), \\ -1 & \text { otherwise. }\end{cases}$

With tol $=1.0 e-7$, the zero level contours of $\phi(x, y, t)$ over time are shown in Figure 7(a). As mentioned above, according to the property of the AC equation called motion by mean curvature, the evolution is fast for large curvatures, i.e., small radii. On the other hand, for large radii, curvatures are small and their evolution is slow. In Figure 7(b), the changes in the time step $\Delta t$ are shown with different tolerance values. Figures 7(c) and 7(d) show the discrete total energy $\mathscr{E}_{h}(t)$ and the maximum and minimum values of $\phi$ according to different tolerance values, respectively. Therefore, the total energies decrease and the numerical solutions $\phi$ are bounded in $[-1,1]$. In addition, in Figure 7(d), we compare the numerical results obtained from the proposed
method and an explicit Euler method with $\Delta t=\Delta t_{\max }$. Both are explicit methods; however, when adopting the proposed method, we can use a slightly larger $\Delta t$ than the explicit Euler method. Let us assume that the initial condition (19) is given with a single time step, not the adaptive time step. With a large time step, we might miss capturing fast dynamics, whereas using a small time step to capture the fast dynamics is inefficient in terms of overall computational cost. For this reason, therefore, our proposed method using multitime steps has an advantage.
3.5. Shrinking Spirals. We simulate a shrinking test with a 2D spiral shape. Figure 8(a) shows the initial condition which is a spiral shape expressed as a filled zero contour in 2 D . The initial value of $\phi$ is $\phi(x, y, 0)=1$ in the inside of spiral and otherwise $\phi(x, y, 0)=-1$ on the computational domain $\Omega=(-1,1) \times(-1,1)$. Other parameters are $N_{x}=$ $N_{y}=100, h=2 / N_{x}$, and $\epsilon=0.03$. In Figures 8(a) $-8(\mathrm{~d})$, the results show the phenomenon that the interface is evolved according to the motion by mean curvature. From left to right, the evolutionary times are $t=0,0.01,0.07$, and 0.16 . Here, we set tol $=1.0 e-5$. Figure 8(e) shows the temporal evolution of the adaptive time step sizes according to three different tolerance tol $=1.0 e-5,1.0 e-6$, and $1.0 e-7$.

Next, we make a 3D spiral shape on the computational domain $\Omega=(-1,1) \times(-1,1) \times(-1,1)$ and simulate a similar shrinking test. The initial condition is shown in Figure 9(a). Initial value of $\phi$ is defined as $\phi(x, y, z, 0)=1$ in the inside of the spiral and otherwise $\phi(x, y, z, 0)=-1$. We use the parameters as $N_{x}=N_{y}=N_{z}=100, h=2 / N_{x}$, and $\epsilon=0.03$. Figures $9(b)-9(d)$ illustrate that the spiral shape is shrinking by motion by mean curvature. Here, tol $=1.0 e-5$. Figure 9(e) shows the temporal evolution of the adaptive time step sizes according to three different tolerance tol $=1.0 e-5,1.0 e-6$, and $1.0 e-7$.

## 4. Conclusion

In this study, we presented a simple and accurate adaptive time-stepping algorithm for the AC equation. The proposed adaptive time-stepping algorithm was based on the Runge-Kutta-Fehlberg method, where the local truncation error was estimated using fourth- and fifth-order numerical schemes. Computational experiments demonstrated that the proposed time-stepping technique was efficient in multiscale computations, i.e., both the fast and slow dynamics. In future work, we will apply finite element version such as [39].

## Data Availability

All the data used to support the findings of this study are available from the corresponding author upon request.

## Conflicts of Interest

The authors declare that there are no conflicts of interest regarding the publication of this paper.

## Acknowledgments

The corresponding author (J. Kim) expresses thanks for the support from the BK21 FOUR program.

## References

[1] S. M. Allen and J. W. Cahn, "A microscopic theory for antiphase boundary motion and its application to antiphase domain coarsening," Acta Metallurgica, vol. 27, no. 6, pp. 1085-1095, 1979.
[2] Y. Kim, G. Ryu, and Y. Choi, "Fast and accurate numerical solution of Allen-Cahn equation," Mathematical Problems in Engineering, vol. 2021, 5263912 pages, 2021.
[3] Y. Bo, D. Tian, X. Liu, and Y. Jin, "Discrete maximum principle and energy stability of the compact difference scheme for two-dimensional Allen-Cahn equation," Journal of Function Spaces, vol. 2022, Article ID 8522231, 2022.
[4] Y. Choi, D. Jeong, S. Lee, M. Yoo, and J. Kim, "Motion by mean curvature of curves on surfaces using the Allen-Cahn equation," International Journal of Engineering Science, vol. 97, pp. 126-132, 2015.
[5] D. Lee and J. Kim, "Mean curvature flow by the Allen-Cahn equation," European Journal of Applied Mathematics, vol. 26, no. 4, pp. 535-559, 2015.
[6] D. Lee and S. Lee, "Image segmentation based on modified fractional Allen-Cahn equation," Mathematical Problems in Engineering, vol. 2019, Article ID 3980181, 2019.
[7] Z. Rong, L. L. Wang, and X. C. Tai, "Adaptive wavelet collocation methods for image segmentation using TV-Allen-Cahn type models," Advances in Computational Mathematics, vol. 38, no. 1, pp. 101-131, 2013.
[8] P. H. Chiu, "A coupled phase field framework for solving incompressible two-phase flows," Journal of Computational Physics, vol. 392, pp. 115-140, 2019.
[9] Z. Liu and X. Li, "Efficient modified stabilized invariant energy quadratization approaches for phase-field crystal equation," Numerical Algorithms, vol. 85, no. 1, pp. 107-132, 2020.
[10] J. Zhang, C. Chen, and X. Yang, "A novel decoupled and stable scheme for an anisotropic phase-field dendritic crystal growth model," Applied Mathematics Letters, vol. 95, pp. 122-129, 2019.
[11] D. Hou, H. Zhu, and C. Xu, "Highly efficient schemes for timefractional Allen-Cahn equation using extended SAV approach," Numerical Algorithms, vol. 88, no. 3, pp. 10771108, 2021.
[12] H. Zhang, J. Yan, X. Qian, X. Gu, and S. Song, "On the preserving of the maximum principle and energy stability of highorder implicit-explicit Runge-Kutta schemes for the spacefractional Allen-Cahn equation," Numerical Algorithms, vol. 88, no. 3, pp. 1309-1336, 2021.
[13] M. R. Willoughby, High-Order Time-Adaptive Numerical Methods for the Allen-Cahn and Cahn-Hilliard Equations.[Doctoral Dissertation], University of British Columbia, 2011.
[14] F. Guillén-González and G. Tierra, "Second order schemes and time-step adaptivity for Allen-Cahn and Cahn-Hilliard models," Computers \& Mathematics with Applications, vol. 68, no. 8, pp. 821-846, 2014.
[15] Z. Fu and J. Yang, "Energy-decreasing exponential time differencing Runge-Kutta methods for phase- field models,"

Journal of Computational Physics, vol. 454, article 110943, 2022.
[16] B. Karasözen, M. Uzunca, A. Sariaydin-Filibelioglu, and H. Yücel, "Energy stable discontinuous Galerkin finite element method for the Allen-Cahn equation," International Journal of Computational Methods, vol. 15, no. 3, p. 1850013, 2018.
[17] H. L. Liao, T. Tang, and T. Zhou, "On energy stable, maximum-principle preserving, second-order BDF scheme with variable steps for the Allen-Cahn equation," SIAM Journal on Numerical Analysis, vol. 58, no. 4, pp. 2294-2314, 2020.
[18] V. Mohammadi, D. Mirzaei, and M. Dehghan, "Numerical simulation and error estimation of the time-dependent Allen-Cahn equation on surfaces with radial basis functions," Journal of Scientific Computing, vol. 79, no. 1, pp. 493-516, 2019.
[19] Y. Chen, Y. Huang, and N. Yi, "A SCR-based error estimation and adaptive finite element method for the Allen-Cahn equation," Computers \& Mathematics with Applications, vol. 78, no. 1, pp. 204-223, 2019.
[20] H. Y. Jian, T. Z. Huang, X. M. Gu, X. L. Zhao, and Y. L. Zhao, "Fast implicit integration factor method for nonlinear space Riesz fractional reaction-diffusion equations," Journal of Computational and Applied Mathematics, vol. 378, article 112935, 2020.
[21] H. Y. Jian, T. Z. Huang, A. Ostermann, X. M. Gu, and Y. L. Zhao, "Fast IIF-WENO method on non-uniform meshes for nonlinear space-fractional convection-diffusion-reaction equations," Journal of Scientific Computing, vol. 89, no. 1, p. 13, 2021.
[22] L. Zhu, "Efficient and stable exponential Runge-Kutta methods for parabolic equations," Advances in Applied Mathematics and Mechanics, vol. 9, no. 1, pp. 157-172, 2017.
[23] S. Zhai, Z. Weng, and X. Feng, "Fast explicit operator splitting method and time-step adaptivity for fractional non-local Allen-Cahn model," Applied Mathematical Modelling, vol. 40, no. 2, pp. 1315-1324, 2016.
[24] M. Stoll, H. Yücel, Technische Universität Chemnitz, Faculty of Mathematics, Reichenhainer Strasse 41, 09126 Chemnitz, Germany, and Institute of Applied Mathematics, Middle East Technical University, 06800 Ankara, Turkey, "Symmetric interior penalty Galerkin method for fractional-in-space phasefield equations," AIMS Mathematics, vol. 3, no. 1, pp. 66-95, 2018.
[25] H. L. Liao, T. Tang, and T. Zhou, "A second-order and nonuniform time-stepping maximum-principle preserving scheme for time-fractional Allen-Cahn equations," Journal of Computational Physics, vol. 414, article 109473, 2020.
[26] B. Ji, H. L. Liao, and L. Zhang, "Simple maximum principle preserving time-stepping methods for time-fractional AllenCahn equation," Advances in Computational Mathematics, vol. 46, no. 2, p. 37, 2020.
[27] H. L. Liao, T. Tang, and T. Zhou, "An energy stable and maximum bound preserving scheme with variable time steps for time fractional Allen-Cahn equation," SIAM Journal on Scientific Computing, vol. 43, no. 5, pp. A3503-A3526, 2021.
[28] W. Chen, X. Wang, Y. Yan, and Z. Zhang, "A second order BDF numerical scheme with variable steps for the Cahn-Hilliard equation," SIAM Journal on Numerical Analysis, vol. 57, no. 1, pp. 495-525, 2019.
[29] Z. Qiao, Z. Zhang, and T. Tang, "An adaptive time-stepping strategy for the molecular beam epitaxy models," SIAM Jour-
nal on Scientific Computing, vol. 33, no. 3, pp. 1395-1414, 2011.
[30] B. Ji, H. L. Liao, Y. Gong, and L. Zhang, "Adaptive secondorder Crank-Nicolson time-stepping schemes for timefractional molecular beam epitaxial growth models," SIAM Journal on Scientific Computing, vol. 42, no. 3, pp. B738B760, 2020.
[31] H. L. Liao, B. Ji, and L. Zhang, "An adaptive BDF2 implicit time-stepping method for the phase field crystal model," IMA Journal of Numerical Analysis, vol. 42, no. 1, pp. 649679, 2022.
[32] E. Fehlberg, Low-Order Classical Runge-Kutta Formulas with Stepsize Control and Their Application to Some Heat Transfer Problems, NASA Tech Rep 315, 1969.
[33] D. Jeong and J. Kim, "An explicit hybrid finite difference scheme for the Allen-Cahn equation," Journal of Computational and Applied Mathematics, vol. 340, pp. 247-255, 2018.
[34] D. Jeong and J. Kim, "Fast and accurate adaptive finite difference method for dendritic growth," Computer Physics Communications, vol. 236, pp. 95-103, 2019.
[35] C. Lee, H. Kim, S. Yoon et al., "On the evolutionary dynamics of the Cahn-Hilliard equation with cut-off mass source," Numerical Mathematics-Theory Methods And Applications, vol. 14, no. 1, pp. 242-260, 2020.
[36] R. L. Burden and J. D. Faires, "Numerical analysis," in 9th International Ed, Brooks/Cole, Cencag Learning, Singapore, 2011.
[37] A. Shah, M. Sabir, M. Qasim, and P. Bastian, "Efficient numerical scheme for solving the Allen-Cahn equation," Numerical Methods for Partial Differential Equations, vol. 34, no. 5, pp. 1820-1833, 2018.
[38] J. W. Choi, H. G. Lee, D. Jeong, and J. Kim, "An unconditionally gradient stable numerical method for solving the AllenCahn equation," Physica $A$, vol. 388, no. 9, pp. 1791-1803, 2009.
[39] S. Ayub, A. Rauf, H. Affan, and A. Shah, "Comparison of different time discretization schemes for solving the Allen-Cahn equation," International Journal of Nonlinear Sciences and Numerical Simulation, vol. 23, no. 3-4, pp. 603-612, 2022.

